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The medieval climate anomaly in Europe: Comparison of the summer and annual
mean signals in two reconstructions and in simulations with data assimilation
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The spatial pattern and potential dynamical origin of the Medieval Climate Anomaly (MCA, around 1000 AD)
in Europe are assessed with two recent reconstructions and simulations constrained to follow those
reconstructions by means of paleoclimate data assimilation. The simulations employ a climate model of
intermediate complexity (LOVECLIM). The data assimilation technique is based on a particle filter using an
ensemble of 96 simulations. The peak winter (and annual mean) warming during the MCA, in our analyses, is
found to be strongest at high latitudes, associated with strengthened mid-latitude westerlies. Summer
warmth, by contrast, is found to be greatest in southern Europe and the Mediterranean Sea, associated with
reduced westerlies and strengthened southerly winds off North Africa. The results of our analysis thus
underscore the complexity of the spatial and seasonal structure of the MCA in Europe.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Europe is one region of the world for which a large number of
proxy records are available spanning the past millennium (e.g. Lamb,
1965; Pfister et al., 1998; Klimenko et al., 2001; van Engelen et al.,
2001; Shabalova and van Engelen, 2003; Charman, 2010; Guiot et al.,
2010). The density of proxy records is particularly great in the Alps
(e.g., Büntgen et al., 2005; Mangini et al., 2005; Büntgen et al., 2006;
Corona et al., 2010) and in Fennoscandia (e.g. Briffa et al., 1992; Hiller
et al., 2001; Tiljander et al., 2003; Kremenetski et al., 2004; Grudd,
2008; Seppa et al., 2009; Gunnarson et al., 2010). These proxy records
generally indicate relatively warm conditions during Medieval Time,
i.e. between roughly 850 and 1250 AD. This is particularly clear for
summer as the majority of the proxies represent summer or growing
season (April to September) temperature. However, the few direct
estimates of winter and annual mean changes also indicate relatively
mild conditions (e.g., Pfister et al., 1998; Van Engelen et al., 2001;
Shabalova and van Engelen, 2003; Tiljander et al., 2003).

This has been one of the bases for the quite loose definition of
the so-called Medieval Warm Period or Medieval Climate Anomaly
(MCA, e.g., Lamb, 1965; Hughes and Diaz, 1994; Bradley et al., 2003).
Nevertheless, Medieval warmth was certainly not continuous, nor
was it spatially synchronous (e.g. Hughes and Diaz, 1994; Bradley
et al., 2003; Goosse et al., 2005; Guiot et al., 2010). In particular,
several records indicate cold conditions between 1050 and 1150 AD

(e.g. Büntgen et al., 2006; Grudd, 2008; Corona et al., 2010) with
temperatures similar to those observed later, during what is often
referred to as the Little Ice Age (LIA, roughly between 1400 and 1850).

The generally mild European conditions during the MCA could
potentially be the consequence of a prolonged positive anomaly
in external radiative forcing. Medieval Times are characterised by
high Total Solar Irradiances (TSI) around 900–1000 and 1050–1250
(Bard et al., 2000; Muscheler et al., 2007; Delaygue and Bard, 2010)
which should have contributed to observed surface warming. Major
explosive volcanic eruptions cool the surface, in particular in summer,
by reducing the incoming shortwave radiative heating (Robock, 2000;
Fischer et al., 2007). The relative absence of major eruptions during
theMCA relative to the later LIA (Crowley et al., 2003; Gao et al., 2008)
thus also likely contributes to the level of warmth at that time.
Additionally, Europe has been subject to major land use changes
during the past millennium (Goudie, 1993; Pongratz et al., 2008;
Kaplan et al., 2009). As deforestation increases the surface albedo
(biogeophysical effect), this induces a general cooling tendency in
Europe since Medieval Times (Brovkin et al., 2006; Goosse et al.,
2006a; Pongratz et al., 2009). Deforestation also affects the surface
characteristics governing the evapotranspiration and the heat
and momentum exchanges between the atmosphere and the
land surface. However, the net effect of those changes is usually
harder to evaluate than the one of the albedo (Matthews et al., 2004;
Feddema et al., 2005; Pitman et al., 2009). Finally, deforestation
also has an impact on the global atmospheric CO2 concentration
(biogeochemical effect) inducing a large-scale warming that compen-
sates in some regions for the cooling caused by the biogeophyscial
effect (Pongratz et al., 2010).
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In addition to these predominantly thermodynamic effects,
volcanic and solar forcing can profoundly influence the large-scale
atmospheric circulation. For instance, there is a tendency for the
positive phase of the North Atlantic Oscillation (NAO) in the winter
following a major volcanic eruption. Positive solar radiative forcing,
similarly, is associated with the positive phase of the NAO. These
effects imply a relatively complex regional spatial response, with
either an amplification or damping of the direct radiatively-forced
temperature responses depending on the region (Robock, 2000;
Shindell et al., 2001, 2003; Fischer et al., 2007).

Finally, purely internal variability of the climate system can
potentially play a dominant role in the climate changes observed at
regional and continental scales during the past millennium (Goosse
et al., 2005; Servonnat et al., 2010). The positive phase of the
NAO leads to relatively warm winters over much of Europe due to the
associated stronger onshore flow of warmmaritime air off the Atlantic
Ocean (Hurrell, 1995; Wanner et al., 2001; Trouet et al., 2009).
Since much of Europe is under the influence of westerly winds, any
change in sea surface temperature over the Atlantic, ocean (e.g. due to
changes in oceanic circulation) can impart a strong imprint on
temperatures in Europe through downstream advection (e.g. Sutton
and Hodson, 2005; Pohlmann et al., 2006; Semenov et al., 2010). It has
even been argued that internal variability alone might explain the
observed temperature variations in Europe during pre-industrial
times (Bengtsson et al., 2006). External forcing is however – at least
for certain periods of the past millennium – a very likely contributor
to the observed climate changes (e.g., Fischer et al., 2007; Hegerl et al.,
2007, 2011).

As briefly summarised above, the mechanisms that might
potentially explain the observed temperature changes in Europe
over past centuries have been investigated in several studies. Those
studies included analysis of paleoclimate reconstructions and the use
of various types of climate models. Comparing model results with
reconstructions to infer the dominant processes responsible for any
particular observed change in climate is not straightforward how-
ever. Due to the chaotic nature of internal climate variability, it is
exceedingly unlikely that any coupled climate model will be able to
reproduce the precise realisation of past climate, i.e. will be able to
fortuitously capture the actual phases of the various internal modes
of climate variability, influencing for instance temperature patterns,
without additional real-world constraints. Such constraints can be
provided by the climate observations themselves. With the possible
exception of a specific very strong external forcing scenario (e.g.
Timmreck et al., 2009), models and data can compare only in a
statistical sense (e.g.; Brewer et al., 2006). This is a quite strong
limitation if one is interested in understanding the observed changes
associated with a particular time period such as the MCA.

Complementary information can be obtained using paleoclimate
data assimilation, combining model results and proxy climate
observations to obtain an optimal estimate of the past states of the
system (e.g., Widmann et al., 2010). Since data assimilation con-
strains the model to follow observations within their uncertainties, it
provides an estimate of the full climate state, i.e. a suite of simulated
atmospheric, oceanic and land variables, that is most compatible
with the information in the proxy data. The method therefore allows
for the investigation of specific hypotheses regarding the role of large-
scale climate dynamics in explaining the paleo-observations (e.g.; van
der Schrier and Barkmeijer, 2005; Crespin et al. 2009; Widmann et al.,
2010).

In the present study, we use a particle filter data assimilation
method (van Leeuwen, 2009). Two different recent surface temper-
ature reconstructions (Mann et al., 2008, 2009; Guiot et al., 2010) are
assimilated into the climate model LOVECLIM (Goosse et al., 2010a).
One of the two reconstructions (Mann et al., 2009) estimates annual
mean temperatures patterns across the globe for the last 1500 years,
while the second (Guiot et al., 2010) estimates warm season

(i.e. growing season/summer) temperatures in Europe over the past
1400 years. Use of these dual reconstructions thus allows for an
analysis of the seasonal characteristics of European temperature
changes and their relationship with larger-scale climate changes over
the past millennium.

The model, the proxy-based reconstructions, and the data
assimilation method are briefly presented in Section 2. Section 3
describes and analyses the simulations of European climate during the
MCA interval. We discuss our results in Section 4 before presenting
our concluding remarks.

2. Experimental setup

In order to perform the simulations with data assimilation that
will be used to study European climate, we have to select a model
(Section 2.1), a forcing scenario (Section 2.2), initial conditions
(Section 2.3), a data assimilation method (Section 2.4), proxy-based
reconstructions (Section 2.5), and a way to measure the agreement
between model results and the reconstruction (Section 2.6). Simpli-
fications and assumptions are required on each of those steps. Many
of them are imposed by technical constraints: the model must repre-
sent sufficiently well the physics of the system but must also be
fast enough to apply data assimilation techniques; the number
of simulation in an ensemble should be of the order of 100 at most
because of computer-time limitation although a larger number might
be suitable to precisely characterise variability at all spatial scales;
the two spatial reconstructions, for two different seasonal ranges, that
are available for our period of interest are based on a limited number
of proxy records and on methods that may have biases. In order to
formulate precisely the problem, an uncertainty must thus be a priori
associated to all the important assumptions, as described in each of
the sub-sections below. Despite those assumptions and uncertainties,
we will show that our simulations with data assimilation bring new
results compared to simulations without data assimilation and con-
tribute to improve our knowledge of European climate during the
MCA. This will be evaluated a posteriori by ensuring the compatibility
of the results with our working hypotheses and by analysing the
useful information brought in Sections 3 and 4.

2.1. The climate model

LOVECLIM 1.2 is a three-dimensional Earth system model of
intermediate complexity that includes representations of the
atmosphere, the ocean and sea ice, the land surface (including vege-
tation), the ice sheets, the icebergs and the carbon cycle. Goosse et al.
(2010a) provide a comprehensive description of the current model
version as well as a brief comparison of the simulation results with
the observed climate both for present-day conditions and key past
periods.

The atmospheric component is ECBilt2, a quasi-geostrophic model
with T21 horizontal resolution (corresponding to about 5.6° by 5.6°)
and 3-level on the vertical (Opsteegh et al., 1998). The ocean com-
ponent is CLIO3 (Goosse and Fichefet, 1999), which consists of
an ocean general circulation model coupled to a thermodynamic-
dynamic sea-ice model. Its horizontal resolution is of 3° by 3°, and
there are 20 levels in the ocean. ECBilt–CLIO is coupled to VECODE,
a vegetation model that simulates the dynamics of two main ter-
restrial plant functional types, trees and grasses, as well as desert
(Brovkin et al., 2002). Its resolution is the same as of ECBilt. In order
to reduce the computational time requirements of the model and
because of the focus of our study, the ice sheets, iceberg and carbon
cycle components are not activated in our simulations. As a con-
sequence, we cannot compute the time development of the
atmospheric CO2 concentration interactively or take into account
explicitly the biogeochemical impacts of land use changes as, for
instance, done in Pongratz et al. (2010) and Jungclaus et al. (2010).
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Those effects are instead included through the greenhouse gas
scenario applied in the model (see Section 2.2).

Because of its coarse resolution and of the simplifications
introduced in the representation of some processes, LOVECLIM is
much faster than the more sophisticated coupled climate models,
allowing us to perform the large number of simulations required
by data assimilation techniques. Moreover, it includes a sufficient
description of the major processes responsible for past changes and
shows reasonable results in the extra-tropics (Goosse et al., 2010a).
Despite those simplifications, we have chosen to consider only one
set of model parameterization and to not take into account any
uncertainty on model parameters. This allows a simpler experimental
design and previous experiments have shown that including such
an uncertainty in model parameters does not have a major impact on
our results with data assimilation for the Last Millennium (Goosse
et al., 2010b)

2.2. Forcing

The simulations discussed here are driven by both natural forcings
(orbital, volcanic and solar) and anthropogenic forcings (changes in
greenhouse gas concentrations, in sulphate aerosols and land use)
in the same way as in Goosse et al. (2010a). The long-term changes in
orbital parameters follow Berger (1978) and the long-term evolutions
of greenhouse gas concentrations are imposed as in Goosse et al.
(2005). The influence of anthropogenic (AD 1850–2000) sulphate
aerosols is represented through a modification of surface albedo
(Charlson et al., 1991). The forcing due to anthropogenic land-use
changes (including surface albedo, surface evaporation and water
storage modifications) is applied following Ramankutty and Foley
(1999) as in Goosse et al. (2006a). Finally, natural external forcing
due to variations in solar irradiance and explosive volcanism is
prescribed following the reconstructions of Crowley et al. (2003) and
Muscheler et al. (2007), respectively. The total solar irradiance
changes have been scaled to provide an increase of 1 W m−2

between the Maunder minimum (late 17th century) and the late
20th century, corresponding to a radiative forcing at the top of
the atmosphere of about 0.2 Wm−2 (Lean et al., 2002; Foukal et al.,
2006; Gray et al., 2010).

The forcing scenarios selected here are reasonable but alternative
reconstructions are available, in particular for the land-use changes
(e.g., Pongratz et al., 2008, Kaplan et al., 2009; Gaillard et al., 2010) as
well as for the solar and volcanic forcings (see Schmidt et al. (2010)
for a recent synthesis). The way we include the contribution of
aerosols is rather crude and thus leads to large uncertainties.
Furthermore, the magnitude of the solar forcing is still relatively
uncertain, a recent reconstruction, for instance, arguing in favour of a
much larger amplitude of past variations compared to the values
selected here (Shapiro et al., 2011). As a consequence, a random
component is added to the natural and anthropogenic forcings in all
the members of a simulation with data assimilation in order to take
into account the uncertainties in all the forcings. This random
component, which is uncorrelated in time and between the members
of the ensemble, follows a Gaussian probability distribution with a
standard deviation of 0.4 Wm−2. We have selected this value as it is
the order of magnitude of the difference between the various
reconstructions of time filtered solar and volcanic forcings, in
particular of the difference between the weak solar forcing applied
here and the larger one applied in previous experiments such as the
one included in the IPCC AR4 (Jansen et al., 2007). As this random
component is applied at global scale through a modification of the
total solar irradiance (leading thus to additional variation of the total
solar irradiance with a standard deviation of about 2 Wm−2), it does
not well represent the uncertainties associated with the regional
impact of land-use changes, with a potential impact on our analysis
(see Section 4).

2.3. Initial conditions

Using this forcing, an ensemble of 10 simulations without data
assimilation has been performed over the period 501–2000 AD. The
simulation driven by the Mann et al. (2009) reconstruction (hereafter
referred to as ASSIM-MANN) covers the same period. The simulation
with data assimilation driven by the Guiot et al. (2010) reconstruction
(hereafter referred to as ASSIM-GUIOT) starts one century later to
match the period covered by the reconstruction. The initial conditions
in 501 AD and 601 AD are obtained from the results of a transient
simulation, driven by the same forcings as in the simulation over
the period 501–2000, and starting in 1 AD from a quasi-equilibrium
simulation corresponding to the forcing estimates for year 1 AD. In
order to generate the ensemble of initial simulations required
by the data assimilation method, small noise is then added in the
atmospheric stream function obtained for years 501 and 601 AD. This
perturbation induces a wide spreading of the atmospheric state in the
ensemble on a time scale of the order of a few days. The spreading in
the ocean is slower but is sufficiently large in year 800 AD when we
start the analyses of our experiments (for reasons explained in
Section 2.6).

2.4. Data assimilation method

For the simulations using the particle filter (for more details on
the practical implementation, see Dubinkina et al., 2011), we have
chosen to perform an ensemble including 96 members (called
particles in the present framework). Previous tests (Goosse et al.,
2006b; Dubinkina et al., 2011) have shown that this provides a good
sample of the large-scale variability of the system while
being affordable for simulations with data assimilation covering
several centuries. Starting from the initial conditions (year 501 AD or
601 AD), each particle is propagated in time by the climate model.
After one year, the likelihood of each particle is computed from the
difference between the simulated state and the reconstruction at all
the locations where reconstructed surface temperatures are available.
The particles are then resampled according to their likelihood. The
particles with low likelihood are stopped while the particles with a
high likelihood are duplicated a number of times proportional to their
likelihood. The entire procedure is repeated sequentially every year
until the final year of calculations.

The likelihood is based on a Gaussian probability density (as in van
Leeuwen, 2009 and in Dubinkina et al., 2011) using an error
covariance matrix which takes into account direct observation errors
as well as the error of representativeness (i.e., the fact that models and
data are not able to represent the same spatial structures because of
grid and sub-grid scale variability present in the data and the lack of
observations in some regions to display a true mean on the size of the
model grid, e.g., Kalnay, 2003). We assume that observation errors are
uncorrelated and that the error of representativeness is proportional
to the covariance between state variables in a long control model
run (Sansó et al., 2008).

2.5. Temperature reconstructions

As mentioned above, two reconstructions are employed here to
constrain the model evolution. The Mann et al. (2009) spatial surface
temperature reconstructions make use of a global network of more
than a thousand proxy records (primarily tree ring, ice core, coral,
speleothem, and sediment records) over the past 1500 years. The
reconstructions are based on the RegEM climate field reconstruction
method (Mann et al., 2007) which calibrates the proxy network
against the spatial information contained within the instrumental
annual mean surface temperature over an overlapping (1850–1995)
period. This methodology has been thoroughly tested using synthetic
proxy networks derived from long-term forced climate model
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simulations (Mann et al., 2007). Uncertainties in the reconstructions
are estimated from the residual unexplained variance in statistical
validation exercises.

The reconstruction of warm season temperatures (April to
September temperature) in Europe of Guiot et al. (2010) is based on
tree rings, documentaries, pollen and ice cores. The majority of the
proxy series (tree-ring and documentary series) have an annual
resolution. For a better inference of long-term climate variations, they
were completed by a number of low resolution data (decadal or
more), mostly of pollen and ice-core data. An original spectral
analogue method was devised to deal with this heterogeneous
dataset, and especially to preserve the long-term variations and the
variability of the temperature series. This reconstruction was
validated with a Jack-knife technique, but also by other spatially
gridded temperature reconstructions, literature data and glacier
advance and retreat curves. Additional tests have been done in
Guiot (submitted for publication) to check the robustness of the
reconstruction against the uneven spatial coverage of the proxy
network in function of time. This has led to the conclusion that
the reconstructions were reliable back to A.D. 850.

2.6. Evaluation of the likelihood

The evaluation of the likelihood is performed on spatially
smoothed fields in which the features with scales shorter than
4000 km in ASSIM-MANN and 2000 km in ASSIM-GUIOT are effi-
ciently removed. Such a space filtering is required firstly to emphasise
the contribution of large-scale structures and secondly to reduce the
number of degrees of freedom of the system. Indeed, for systems with
many degrees of freedom, a very large number of particles are needed
to avoid particle filter degeneracy (for more details see Snyder et al.,
2008; van Leeuwen, 2009) while, with the space filtering, it is possible
to obtain good results at large scale with a reasonable number of
particles. A stronger spatial smoothing is applied in ASSIM-MANN as
the selected reconstruction of Mann et al. (2009) covers a much
wider area than the one of Guiot et al. (2010). We must insist that
the spatial smoothing is applied only in the evaluation of the like-
lihood and not in any other step of the procedure.

The evaluation of the likelihood is performed every year by
comparing the proxy-based reconstructions of annual or summer
mean temperatures interpolated on the model grid with the
simulated ones at the available data points. For the Mann et al.
(2009) reconstruction, the selection of the grid points is restricted to
the region northward of 30°N, because our study is focused on extra-
tropical dynamics, while all the data points of the Guiot et al. (2010)
reconstruction are kept. The uncertainty of the reconstructions is
assumed to be of 0.5 °C for ASSIM-MANN and 0.7 in ASSIM-GUIOT as
this is a reasonable estimate of the uncertainty of the reconstructions
with the spatial smoothing applied here (Mann et al., 2009; Guiot
et al., 2010). However, the results are not very sensitive to such
difference in the estimate of the uncertainty. For simplicity, the same
uncertainty is applied for every grid point. As the Mann et al. (2009)
reconstruction is time filtered using a decadal smoothing filter, a
decadal (11-year Butterworth) smoothing filter is applied to the
simulation results prior to analysis. We focus (e.g., Fig. 1) on the
interval since 800 AD as reconstruction skill is diminished prior
that time (Guiot et al., 2010).

3. Results

The mean of the simulations without data assimilation, which
provides an estimate of the forced response of the model, shows only
a moderate cooling between the Medieval Times and the LIA both in
annual mean and in summer at European-scale (Fig. 1). The difference
with the reconstructions appears particularly large before 1100 AD,
i.e. during the peak of the MCA.

Such moderate temperature changes during the past millennium
have also been obtained in a recent simulation performed with a
general circulation model driven by a solar forcing characterised
by an amplitude similar to the one used here (Jungclaus et al., 2010).
When a larger amplitude of the forcing is selected, the temperature
changes are also larger (Gonzalez-Rouco et al., 2006; Goosse et al.,
2006a; Ammann et al., 2007; Servonnat et al., 2010; Swingedouw
et al., 2010). However, although the exact magnitude of past solar
irradiance changes is still debated (e.g., Shapiro et al., 2011), the
recent recommendations suggest to select a forcing displaying weak
variations of TSI as in our experiments (e.g., Gray et al., 2010; Schmidt
et al., 2010).

Land use changes play a clear role in the forced response of the
model in Europe but it appears a bit smaller than in a previous study
with LOVECLIM (Goosse et al., 2006a). This has two main reasons.
First, in contrast to the version used in Goosse et al. (2006a),
LOVECLIM 1.2 includes a parameterization of the effect of land use on
evapotransipration (Goosse et al., 2010a). Consequently, deforesta-
tion reduces the water availability and the evapotranspiration in
summer. It induces a surface warming that partly compensates for the
albedo effect. Secondly, Goosse et al. (2006a) analysed the whole past
millennium. As land-use change is a long-term forcing, characterised
by nearly monotonic time development, comparing widely separated
periods generally leads to a clearer signal than comparing two closer
periods such as the MCA and the LIA.

The data assimilation procedure combines the model results and
the proxy-based reconstructions. As a consequence, the simulations
with data assimilation are generally between the simulations without
data assimilation and the reconstructions. In our experiments, this is
associated with simulations with data assimilation presenting lower
temperatures during the Medieval Times than the reconstructions in
the averages over Europe. However, the simulations ASSIM-MANN
and ASSIM-GUIOT still display a clear warm period during Medieval
Times, as the reconstruction used to constrain them (Fig. 1).

If we take into account the uncertainty in the reconstructions
(Mann et al., 2009; Guiot et al., 2010), the estimate provided by the
simulations with data assimilation appears well in the range of
the reconstructions. The range of the ensemble of simulations, with
thus the internal variability, includes also the reconstructions most of
the time. All the estimates based on model simulations and proxies
appear thus compatible, at least at the decadal scale used to estimate
the uncertainties in Fig. 1. Nevertheless, the persistent high tem-
peratures provided by reconstructions during the MCA still appear
to be a quite unlikely state of the model ensemble without data
assimilation. The shift induced by data assimilation allows then a
closer agreement between the ASSIM-MANN and ASSIM-GUIOT and
the reconstructions.

In order to analyse the spatial structure of the changes, we have
compared the temperatures in two key periods of theMCA and the LIA
(Figs. 2, 3). For the MCA, we have selected the years 900–1050 AD.
This may be considered as an early part of the MCA (e.g., Bradley et al.,
2003; Mann et al., 2009). However, it roughly corresponds to the
maximum temperatures in Europe in the Mann et al. (2009)
reconstruction and to high temperatures in the Guiot et al. (2010)
reconstruction as well. The latter reconstruction also displays high
temperature for the preceding period (800–900) while it shows a
temperature decrease at the end of the 11th century. Furthermore, as
already mentioned in the Introduction, several proxy records present
a cold period after 1050 AD (e.g. Büntgen et al., 2006; Grudd, 2008;
Corona et al., 2010). For the LIA, the years 1500–1650 are close to
minimal temperatures in both reconstructions. Selecting longer or
slightly shifted periods as characteristic of the LIA and the MCA
changes our results quantitatively as well as some details of the spatial
pattern but does not modify the main conclusions of our study.

The changes obtained in simulations with data assimilation
are smoother and have smaller magnitude than the reconstructions
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(Fig. 2). This is perfectly consistent with the averages over Europe
which have the same characteristics, with the use of coarse resolution
model as LOVECLIM and with the spatial smoothing employed in the
evaluation of the likelihood in order to emphasise the agreement
betweenmodel and reconstructions at large-scale. In summer, ASSIM-
GUIOT (Fig. 2c) shows maximum temperature differences between
the MCA and the LIA in Southern Europe and over the Mediterranean
Sea as the Guiot et al. (2010) reconstruction itself (Fig. 2a). The
differences between the MCA and the LIA are generally positive in
other regions too but their magnitudes are smaller, in particular in
Northern and Eastern Europe. Besides, the spatial patterns of the
annual mean temperature changes between the MCA and the LIA in
the reconstruction of Mann et al. (2009) (Fig. 3a) and in ASSIM-MANN
(Fig. 3b) have their maximum at high latitudes. The Mann et al.
(2009) reconstruction also displays clearly a minimum difference in
Eastern Europe in the latitude band 45–55°N. This is not the case of
ASSIM-MANN which has temperatures averaged over Europe in good
agreement with Mann et al. (2009) (Fig. 1) but fails in reproducing
the detailed spatial structure. ASSIM-MANN basically displays a
simple increase in temperature change in a north–east direction as
the latitude and the distance to the Atlantic Ocean become higher.

The agreement between the simulations with data assimilation
and the reconstruction that is not used to constrain them is much
lower. In annual mean, ASSIM-GUIOT (Fig. 3c) still has its maximum
over Southern Europe and in Northern Africa and weak changes over

Scandinavia, as in summer. The simulated pattern thus shows little
correspondencewith that for theMann et al. (2009) reconstruction. In
summer, ASSIM-MANN (Fig. 2b) displays high temperatures at high
latitudes but also in South Eastern Europe and Middle East. This is
also clearly different from the reconstruction of Guiot et al. (2010).
The simulations with data assimilation show thus a much stronger
coherency between the summer and annual mean signals than the
two reconstructions for the corresponding periods of the year. This
may be due to the fact that model that is not able to reconstruct
the changes in the right season when driven by annual mean tem-
peratures or to infer the winter (and annual mean) patterns when
only summer information is available. On the other hand, with con-
straints for only one season (or only the annual mean) the most
natural solution for the model is likely to give similar changes in all
seasons, additional data being required to provide strongly contrasted
behaviour during the year.

The response to forcing in annual mean displays a general increase
of the changes at high latitudes and in the centre of continents
compared to the oceans (Fig. 4). This contributes to explain the
changes in ASSIM-MANN at high latitudes in annual mean and in
summer. In summer, the forced response at high latitudes is even
higher than in ASSIM-GUIOT. The data assimilation is thus damping
the changes there. In all the other regions, except in summer at mid-
latitude around 70°E, the forced signal is much weaker than the
one seen in the simulations with data assimilation. In particular, the

Fig. 1. a) Anomaly of growing season temperature (April to September, °C) averaged over Europe (25°–65°N, 0–60°E) in the reconstruction of Guiot et al. (2010, black), in LOVECLIM
simulations without data assimilation (red), in LOVECLIM simulations with data assimilation constrained by Mann et al. (2008) reconstruction (ASSIM-MANN, blue) and in
LOVECLIM simulations with data assimilation constrained by Guiot et al. (2010) reconstruction (ASSIM-GUIOT, green). The reference period is 1850–1995. The time series has been
filtered using an 11-year runningmean. b) Same as a) but for annual mean and the black curve representing the reconstruction of Mann et al. (2008). The pink shading represents the
range of the simulations without data assimilation (mean plus and minus two standard deviations), the green shading the one of ASSIM-GREEN (panel a only) and the blue shading
the one of ASSIM-MANN (panel b only). The overlap of the uncertainties of the simulations is represented by a darker shading. For the clarity of the plot, the uncertainties of the
reconstructions are shown as error bars only for the years 1000 and 1500.
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summer changes in Western Europe at about 50°N are very weak
between the LIA and the MCA in simulations without data
assimilation: the warming during the LIA associated with the reduced
evapotranspiration caused by deforestation compensates for the
warming effect of the other forcings in the model.

If the major fraction of the simulated changes in ASSIM-GUIOT
and ASSIM-MANN cannot be explained by the forced response of
the model, they must find their origin in the circulation simulated
in those experiments. In annual mean, the difference in atmospheric
circulation over Europe between the MCA and the LIA in MANN-
ASSIM has strong similarities with the positive phase of the NAO.
It displays positive anomalies of geopotential height at around 40°N
over the East Atlantic and negative ones around Iceland (Fig. 5a).
This is mainly resulting from a winter signal, the summer pattern
being quite different (Fig. 6a). The associated increase in the
westerlies over the Atlantic and Northern Europe implies a warming
in MANN-ASSIM at high latitudes in winter, contributing thus to
the annual mean signal displayed in Fig. 3b. This positive winter
NAO phase can also lead to summer warming, as the winter NAO has
an impact on the sea surface temperature that can induce
temperature anomalies in the following seasons (e.g., van der Schrier
and Barkmeijer, 2005).

The annual mean circulation changes in ASSIM-GUIOT are quite
different (Fig. 5b), showing negative anomalies centred over Portugal
and Morocco and positive ones between Iceland and Norway. In this
experiment, the annual mean circulation anomaly appears mainly as
a reminiscent of the summer signal driven by the assimilation, the

changes in winter being relatively small. It induces a reduction of
the summer westerlies in Western Europe and southerly winds in
central Mediterranean that bring warm air to the Mediterranean Sea
and Europe.

The summer signal in ASSIM-MANN has some similarities with the
one of ASSIM-GUIOT: the geopotential height is lower over the North
Atlantic at mid latitudes and is higher in the Northeast Atlantic during
the MCA (Fig. 6a). However, some clear differences are also present.
The most important one is likely the smaller extent of the negative
anomalies that are restricted to the North Atlantic in ASSIM-MANN
while they cover also the Iberian Peninsula in ASSIM-GUIOT. This has
a large impact on the simulated temperatures since the southerly
winds over the central Mediterranean that warm up Southern Europe
in ASSIM-GUIOT are absent in ASSIM-MANN. An interpretation of
this difference is that the additional information in summer used in
ASSIM-GUIOT compared to ASSIM-MANN is sufficient to induce
modest changes in the circulation itself (Fig. 6) that have a large
impact on the temperature pattern (Fig. 2).

Changes in winter circulation (and consequently in annual mean)
in ASSIM-MANN and the associated temperature changes in Northern
Europe appear quite classical for the NAO (e.g. Hurrell, 1995; Wanner
et al., 2001) and such a positive NAO signal during medieval times has
been proposed in many previous studies (e.g., Shindell et al., 2003;
Mann et al., 2009; Trouet et al., 2009; Graham et al., 2010). In contrast
to the winter, the season when the atmosphere is the most active, the
circulation in summer and its impact on European temperatures have
been the subject to much less studies, both for the present conditions

a

b

c

Fig. 2. Difference in growing season surface temperature (April to September, °C) between key periods of the MCA (900–1050) and the LIA (1500–1650) a) in the reconstruction of
Guiot et al. (2010), b) in ASSIM-MANN, and c) in ASSIM-GUIOT. Pay attention that a different colour code is employed for the reconstruction and the simulations to emphasise the
spatial structure of the changes.
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a
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c

Fig. 3. Difference in annual mean surface temperature (°C) between key periods of theMCA (900–1050) and the LIA (1500–1650) a) in the reconstruction of Mann et al. (2008), b) in
ASSIM-MANN, and c) in ASSIM-GUIOT. Pay attention that a different colour code is employed for the reconstruction and the simulations to emphasise the spatial structure of the
changes.

a

b

Fig. 4. Difference in surface temperature (°C) between key periods of the MCA (900–1050) and the LIA (1500–1650) in simulation without data assimilation a) in annual mean and
b) in summer.
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and the past millennium (e.g., Barnston and Livezey, 1987; Jacobeit
et al., 2002; Luterbacher et al., 2004; Folland et al., 2009).

During this season, the dominant mode of variability of the
atmospheric circulation is referred to as the Summer North Atlantic
Oscillation (SNAO, Folland et al., 2009). Its positive phase is
characterised by high pressures over most of the western Atlantic
and Europe at mid and high latitudes and low pressure over the Arctic,
inducing reducedwesterlies at mid latitudes and stronger ones at high
latitudes. The SNAO pattern appears thus shifted northward com-
pared to the classical winter NAO pattern. It also has a smaller spatial
extent. The SNAO is associated with conditions warmer and drier than

usual over Northwest European land and with colder and wetter
conditions in Mediterranean regions (Folland et al., 2009). The high
pressures in summer also imply reduced cloudiness over Northern
Europe that contributes to the warming there. It has been suggested
that a warm Atlantic Ocean might induce a decrease of the pressure
over the western North Atlantic and Northwestern Europe in summer
and thus a tendency for a negative phase of the SNAO (Sutton and
Hodson, 2005; Folland et al., 2009). This would have implications for
the transition between the MCA and the LIA as this transition is
associated with a cooling of many regions of the Atlantic (e.g. Jiang
et al., 2005; Sicre et al., 2008; Richter et al., 2009), potentially leading

a

b

Fig. 5. Difference in annual mean geopotential height (m) between key periods of the MCA (900–1050) and the LIA (1500–1650) a) in ASSIM-MANN, and b) in ASSIM-GUIOT.

a

b

Fig. 6.Difference in summer (April to September) mean geopotential height (m) between key periods of theMCA (900–1050) and the LIA (1500–1650) a) in ASSIM-MANN and b) in
ASSIM-GUIOT.
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to an opposite trend of the SNAO. However, the link between sea
surface temperature and pressure in the western Atlantic does not
seem to be robust in all the models and additional work is required
to confirm or not this link (e.g. Hodson et al., 2010).

The circulation simulated for the MCA compared to the LIA in
summer (Fig. 6) also displays modified westerlies and thus changes
in the transport of moist and relatively cold Atlantic water masses
towards Europe as in the SNAO. However, although the centres of
action in the model are also shifted northward compared to winter
patterns, the shift is much smaller in the model than in the observed
SNAO. As a consequence, the change in the polarity of the anomalies

occurs much southward in Fig. 6 than in the SNAO pattern of Folland
et al. (2009). The simulated difference between the MCA and the
LIA could thus not be reasonably interpreted as simply as a change
in the probability of the SNAO phases in our experiments.

An alternative method to those analyses centred on the dominant
mode of variability of the atmospheric circulation is to study the
circulation patterns associated with warm conditions in Europe.
Over the past 150 years, high summer temperatures in Central and
Southern Europe are observed when sea level pressure is high there
and when the pressure is lower than normal over the Atlantic
(Fig. 7a). This link between high pressure and high summer

Fig. 7. a) Correlation between sea level pressure (HADSLP2 data set, Allan and Ansell, 2006) and growing season temperature (HADCRUT3 dataset, Brohan et al., 2006) in Southern
Europe (0–20°E, 35–50°N) for the period 1850–2000. b) Correlation between geopotential height at 800 hpa and growing season temperature in Southern Europe (0–20°E, 35–
50°N) in ASSIM-GUIOT for the period 1850–2000 and c) for the period 600–2000. d) Regression (in m) between geopotential height at 800 hpa and growing season temperature in
Southern Europe (0–20°E, 35–50°N) in ASSIM-GUIOT for the period the period 600–2000.
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temperature is classical for many European regions and has been
discussed in several studies (e.g. Jacobeit et al., 2002; Gouriand et al.,
2007; Folland et al., 2009). This link is also found in ASSIM-GUIOT. For
the last 150 years, the correlations between geopotential height and
temperature in this experiment reproduce many characteristics of the
corresponding values for observations although the correlations are
higher and the spatial extent of the positive values over Europe is
larger (Fig. 7b). When the whole length of ASSIM-GUIOT is analysed,
the correlations decrease but the spatial structure remains the
same (Fig. 7c). The pattern obtained from correlation and regression
analysis (Fig. 7cd) is different from Fig. 6b as expected, the period
of interest and the diagnostic being different. However, both Fig. 6b
and all the panels of Fig. 7 are characterised by opposite changes
over Europe and North Atlantic at low and mid-latitudes, inducing
Southerly winds over the Western Europe and Mediterranean Sea.
This confirms the potential role of these circulation changes in the
warming observed there during the MCA.

4. Discussion

The results analysed in the previous section have shown that it is
possible to constrain LOVECLIM to follow the signal recorded in
the two proxy-based reconstructions using a particle filter with an
ensemble size of the order of 100 and to derive from our simulations
some insight in the mechanisms responsible for the temperature
changes during the MCA. Our experimental design is valid to reach
the goals defined in the introduction, but some of our conclusions
are influenced by the choices performed. Two, partly related, key
elements need to be discussed here in some extent: first the nature
of the spatial and seasonal structures of the changes during the MCA
and second the role of the external forcing in the observed changes

Although the reconstructions of Mann et al. (2009) and Guiot et al.
(2010) both display a clear and strong MCA in Europe, their spatial
patterns are clearly different: in annual mean, the Mann et al. (2009)
reconstruction has its maximum at high latitudes, while the highest
summer temperature changes in summer are found in Southern
Europe in Guiot et al. (2010). The simulations with data assimilation
are in good agreement with the reconstruction that is used to
constrain them, showing that the reconstructed patterns based on
proxy records are perfectly consistent with the model physics.
However, the model results suggest only a weak link between the
seasons.When driven by annual mean temperatures in ASSIM-MANN,
only a few characteristics of the summer climate obtained in ASSIM-
GUIOT, such as the reduced westerlies, can be reproduced. In this
latter experiment, the constraints imposed in summer have a weak
impact in winter.

A hypothesis is that the two seasons are only weakly coupled.
However, it seems unlikely that warm conditions during both
summer and winter would occur for entirely unrelated reasons. An
alternative hypothesis is that the observed changes in Europe in both
seasons are related to a common factor that is not accounted for
in our experiments. Temperature changes over the North Atlantic are
obviously one candidate, but the exact impact of temperature
anomalies over the Atlantic on European climate is still not precisely
known (e.g. Hodson et al., 2010). Graham et al. (2010) have recently
argued that many characteristics of the MCA can be explained as the
response of the system to warm conditions in the tropical Indian
and western Pacific Oceans. Their study fails to reproduce a summer
warming in Europe, but combining their hypothesis with a warm
North Atlantic, for instance, could explain the reconstructed climate
changes in Europe. In our experiments, there are no data assimilation
constraints applied in the tropics. The tropical–extra tropical in-
teractions are not well represented in ECBILT (Opsteegh et al., 1998)
precluding any investigation of the exact role of those interactions.
Such connections could be investigated by simulations with compre-
hensive General Circulation Models or potentially through the

inclusion of some of missing tropical ocean–atmosphere physics
within LOVECLIM itself—a subject of current investigation.

Like the models, the reconstructions themselves may contain
biases. Both reconstructions used in this study have demonstrated
skill at the scale of the European continent (Mann et al., 2009; Guiot
et al., 2010). That finding is consistent with the notion that climate
field reconstruction methods yield greatest skill in regions such as
Europe where data density is high (Smerdon et al., 2011). Un-
certainties in either or both reconstruction may nonetheless explain
some of the features that we have interpreted so far as, for instance,
differences in seasonal representativeness. While Mann et al. (2009)
reconstruct annual mean temperature, the various underlying proxy
records often have seasonally-specific sensitivity, particularly in the
mid-latitudes where considerable use is made of tree-ring records
which may alternatively reflect either e.g. warm-season tempera-
tures or cold-season precipitation, depending on the environment
from which they come. At the regional scale of e.g. Europe, it is thus
possible that the distribution of proxy records preferentially biases
the seasonality represented by the reconstruction. Additionally, the
features inferred in the two reconstructions are not necessarily
consistent with all available proxy evidence. For instance, the Guiot
et al. (2010) reconstruction displays relatively mild conditions in
Scandinavia during Medieval times while there is no indication of a
warm period seen around 1000–1050 in some proxies from the region
(e.g., Briffa et al., 1992; Grudd, 2008). For the more recent past, the
comparison of the Guiot et al. (2010) reconstructions with that of
Luterbacher et al. (2004) and Casty et al. (2007) shows reasonably
good concordance over certain periods but a lack of correspondence
during others (see Guiot et al., 2010 for more details). The local
features in the reconstructions selected here must thus be interpreted
with caution but previous validation tests suggest that for the larger-
scale features of interest in this study, the information in the
reconstructions is reasonably reliable and robust.

Themethods used byMann et al. (2009) and Guiot et al. (2010) are
different in terms of the underlying assumptions. The former employs
a covariance-based climate field reconstruction approach, while the
latter uses an analogue-based spatial pattern matching approach.
The analogue approach may suffer if sufficient analogues to modern
patterns of variability do not apply to the past. The covariance-based
approach, on the other hand, is limited by the relatively few statistical
degrees of freedom retained in the data, particularly in earlier
centuries—something that becomes increasingly problematic when
focusing on relatively small spatial regions such as Europe (see
discussion in Mann et al., 2009). Despite the fact that they share some
proxies (in particular some tree rings data), the limitations of these
two methods, and associated potential biases, are arguably different,
potentially explaining the divergence between the ASSIM-MANN and
ASSIM-GUIOT results.

The response to the forcing is relatively weak in LOVECLIM and
contributes only to a small fraction of the changes obtained in the
simulations with data assimilation, except in some regions. However,
this response may be underestimated because of uncertainties in
the reconstruction of the forcing or because of missing physics in
LOVECLIM. In particular, the model does not have interactive clouds
than can play a crucial role in amplifying the temperature changes
over Europe in summer. It also fails in reproducing a strong enough
response of the atmospheric circulation to volcanic eruption or
changes in solar irradiance (Goosse and Renssen, 2004). Furthermore,
we impose relatively weak changes in solar irradiance while some
reconstructions suggest larger ones (e.g. Shapiro et al., 2011).

An argument in favour of the underestimation of the role of the
forcing in our experiment is the systematically lower temperatures
during the MCA in the simulations with data assimilation compared
to the reconstructions. However, this difference between the simu-
lations with data assimilation and the reconstructions can also been
seen as a characteristic of the technique itself that looks for a
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compromise between on the one hand the forcing and model physics
(weak systematic signal) and on the other hand the reconstructions
(large signal). Furthermore, general circulation models, driven by
various estimates of the forcings, also fail in reproducing well the
reconstructed temperature changes in Europe (e.g., Gómez-Navarro
et al., 2010; Servonnat, 2011). This indicates, at least, that the forcing
may not be responsible alone for the spatial structure of the changes
in our experiments. Finally, the spatial pattern of the response to
the forcing and the one of the reconstructions is quite different.
Increasing the amplitude of the solar forcing for instance would
contribute to a larger response at high latitudes. However, it would
not reduce the disagreement at regional scale, in particular in summer
when the maximum temperature changes during the MCA are
observed in Southern Europe in Guiot et al. (2010). This latter
argument is probably not valid for the potential impact of a different
response to land-use changes, related to improved model physics or
the choice of a different reconstruction, as this response has a spatial
structure that strongly depends on the regional distribution of the
imposed changes and on the model itself.

In summary, we can state that our interpretation of the simu-
lations with data assimilation appears valid using the present
knowledge of the system and that there is no strong reason to
consider that any of the choice we have made in the experimental
design has led to major biases in our results. However, it would be
worthwhile to ensure that we have not underestimated some sources
of uncertainties. In particular, we have assumed, in agreement with
previous analyses, that a majority of the differences between Mann
et al. (2009) and Guiot et al. (2010) were related to the different
target season, not to differences in the methodology. However, a
comprehensive assessment of the role of themethodology would help
further validate (or reject) this hypothesis, allowing for further
refinement of our conclusions. Determining the exact role of forcing
changes will require more precise forcing scenario and additional
simulations with state-of-the art models analysing in details the
mechanisms responsible for the response of the climate system. We
have underlined the role of atmospheric circulation anomaly in past
change. For both seasons, the patterns could be justified using simple
physical arguments and appears robust. However, in our simulation
with data assimilation, circulation changes have their origin in the
internal variability of the system. Alternatively, they could also be the
manifestation of the response of the system to external forcing or to
remote changes through mechanisms not well taken into account in
our experiments.

5. Conclusions

Using two different temperature reconstructions employing a
variety of individual climate proxy records, and assimilating those
reconstructions into a climate model of intermediate complexity, we
have characterised the seasonal and spatial features of temperature
changes in Europe during the MCA. Moreover, using the dynamical
consistency insured by the model/data synthesis framework, we
are able to propose specific hypotheses regarding the large-scale
atmospheric circulation anomalies most consistent with those
changes. We thus consider the study to represent a successful
application of data assimilation to the problem of interpreting climate
changes of the past millennium.

Other past work has explored the complex spatio-temporal
structure of the transition between the MCA and the LIA (e.g. Hughes
and Diaz, 1994; Bradley et al., 2003; Mann et al., 2009). In the current
study, we find that even at the continental scale of Europe, the MCA
displays a rich structure that cannot be characterised as an anomaly
that is uniformly warm in space and time, a finding that is consistent
with analyses of the past several centuries (e.g. Luterbacher et al.,
2004) but which extends this conclusion further back through the
MCA interval. Perhaps most significantly, our data assimilation

approach provides a potentially deeper understanding of the
atmospheric dynamics that can explain the observed spatial structure
to the European MCA temperature patterns.

In our simulations with data assimilation, warmMCA conditions at
high latitude can be explained by a combination of positive radiative
forcing and a winter circulation anomaly with similarities to the
positive phase of the NAO, that is associated with enhanced advection
of warm maritime into the continent. In summer, as the Atlantic
Ocean is colder than the neighbouring European continent, warm
MCA conditions are instead associated with reduced westerlies over
Western Europe. The substantial summer warming in Southern
Europe and the Mediterranean Sea displayed by the Guiot et al.
(2010) reconstruction can be interpreted in the context of anomalous
advection of warm air from North Africa. Owing to the limited
representation of tropical/extratropical climate linkages in the climate
model used, our study cannot establish whether the observed changes
are a consequence of local dynamics, a response to remote forcing
from e.g. the tropical oceans, or some complex dynamical response to
changes in radiative forcing. Distinguishing between such alternative
possible explanations of the inferred regional climate changes, and
gaining a deeper understanding of the climate dynamics underlying
the MCA and other anomalous climate intervals in Europe represent a
major thrust of our efforts to build upon the current data assimilation
framework.
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