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Abstract 18 

Reconstructions of past climate show notable temperature variability over the 19 

past millennium, with relatively warm conditions during the ‘Medieval Climate 20 

Anomaly’ (MCA) and a relatively cold ‘Little Ice Age’ (LIA). We use multi-model 21 

simulations of the past millennium together with a wide range of 22 

reconstructions of Northern Hemispheric mean annual temperature to 23 

separate climate variability from 850 to 1950CE into components attributable 24 

to external forcing and internal climate variability.  We find that external 25 

forcing contributed significantly to long-term temperature variations 26 

irrespective of the proxy reconstruction, particularly from 1400 onwards. Over 27 

the MCA alone, however, the effect of forcing is only detectable in about half of 28 

the reconstructions considered, and the response to forcing in the models 29 

cannot explain the warm conditions around 1000CE seen in some 30 

reconstructions. We use the residual from the detection analysis to estimate 31 

internal variability independent from climate modelling and find that the recent 32 

observed 50-year and 100-year hemispheric temperature trends are 33 

substantially larger than any of the internally-generated trends even using the 34 

large residuals over the MCA. We find variations in solar output and explosive 35 

volcanism to be the main drivers of climate change from 1400-1900, but for the 36 

first time we are also able to detect a significant contribution from greenhouse 37 

gas variations to the cold conditions during 1600-1800. The proxy 38 

reconstructions tend to show a smaller forced response than is simulated by 39 

the models.  We show that this discrepancy is likely to be, at least partly, 40 

associated with the difference in the response to large volcanic eruptions 41 

between reconstructions and model simulations.  42 
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1. Introduction  43 

Climate variability originates from two fundamentally different mechanisms: (i) 44 

changes in the large scale (often global) energy budget of the planet due to 45 

influences external to the climate system, and (ii) chaotic interactions within and 46 

between climate system components, which generate substantial variability over a 47 

broad range of timescales (e.g. Hasselmann, 1976) and which are unrelated to this 48 

external forcing. The externally forced component can be sub-divided into that due to 49 

anthropogenic forcing (for example, due to changes in land-use and fossil fuel 50 

burning greenhouse gases and aerosols) and natural external forcings (such as solar 51 

variations and large volcanic eruptions). Changes in greenhouse gases over the last 52 

millennium have been strongly influenced by humans since the industrial revolution, 53 

while earlier changes, such as the dip over the Little Ice Age, may be at least in part 54 

due to Earth System feedbacks (see e.g. Cox and Jones 2008, Frank et al. 2010). 55 

In order to determine the relative importance of each forcing, studies often utilise 56 

detection and attribution analysis. This first determines whether an externally forced 57 

signal can be detected in observations, given our understanding of the expected 58 

response to the forcing and internal variability, and then attempts to attribute the 59 

observed response to a particular combination of individual forcings (see Hegerl et 60 

al. 2007b for a review). Hence, detection and attribution studies require reliable 61 

estimates of internal climate variability. 62 

Much of our understanding of the climate system originates from observations during 63 

the 20th century, a period covered by high quality instrumental data (see Trenberth et 64 

al. 2007 for a review). However, it is difficult to estimate internal climate variability 65 

from the 20th century record alone, as this period is too short to obtain well-sampled 66 

estimates of variability on multi-decadal timescales. In addition, climate over the 20th 67 
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century experienced substantial anthropogenic radiative forcing, which has to be 68 

accounted for in order to derive estimates of climate variability.  69 

Consequently climate models are usually used to determine the characteristics of 70 

internal variability and its possible contribution to the recent warming, with the model-71 

dependence of this estimate understood as a source of uncertainty (see e.g. Hegerl 72 

and Zwiers 2011). Reconstructions of temperature over the last millennium can 73 

provide alternative estimates of internal variability. While such estimates are prone to 74 

uncertainties (see Jansen et al. 2007, Jones et al. 2009), they nevertheless provide 75 

valuable information on the role of internal climate variability on interdecadal and 76 

longer timescales. However, to obtain these estimates we first need to separate 77 

internal variability from the externally forced component of change over the last 78 

millennium. This paper attempts to do that. 79 

Our knowledge about the climate of the past millennium originates from two main 80 

sources: proxy reconstructions and climate modelling. Reconstructions attempt to 81 

determine past climate variability by combining information from a number of 82 

different proxies, such as tree-rings widths and/or tree-ring densities, corals, 83 

documentary evidence, ice cores, speleothems, boreholes and sedimentary deposits 84 

(see e.g. Jones 2009 for a review). Climate modelling, in contrast, aims to simulate 85 

past climate variability based on our understanding of the underlying physics. The 86 

models are driven by reconstructions of climate forcings, such as volcanic eruptions, 87 

fluctuations in solar irradiance, orbital changes, variations in CO2, sulphate aerosols 88 

and land-use changes (see e.g. Schmidt et al. 2011, 2012 and Forster et al. 2007). 89 

Both the forcing histories and the response of the models to the forcing are sources 90 

of uncertainty. This uncertainty implies that model-based estimates of the forced 91 

component present in proxy reconstructions are incomplete, which in turn implies 92 
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uncertainty in estimates of internal variability derived by removing these estimated 93 

forced components from actual reconstructions. Nevertheless, these empirically-94 

derived estimates can provide a valuable cross-check against purely model–based 95 

estimates of internal climate variability.  96 

Previous analyses that aimed at separating forced and internal variability over the 97 

past millennium have typically used only a limited number of climate reconstructions, 98 

few, often simple, climate models (e.g. Hegerl et al. 2007a, Weber 2005), and a very 99 

limited sample of internal climate variability. Many new reconstructions of 100 

temperature variability over the past millennium have recently become available. 101 

These reconstructions make use of an expanding body of proxy evidence in 102 

combination with improved statistical techniques aiming to better preserve variance 103 

(Ammann and Wahl 2007, Juckes et al. 2007, Mann et al. 2008; 2009, Moberg et al. 104 

2005, D’Arrigo et al. 2006, Frank et al. 2007, Christiansen and Ljungqvist 2011, 105 

Hegerl et al. 2007a), and more thorough exploration of the sensitivity of 106 

reconstructions to the choice of proxy data and the reconstruction methods. This 107 

includes additional studies that test reconstruction methods using model output (see, 108 

for example, Hegerl et al. 2007a, Mann et al. 2007, Jones et al 2009, Smerdon 109 

2012).  110 

In addition, a relatively large number of simulations with fully coupled GCMs have 111 

recently been completed for the whole of the last millennium (section 3). These were 112 

predominantly performed as part of the Fifth Coupled Model Intercomparison Project 113 

(CMIP5; see Taylor et al. 2012) and Third Paleoclimate Modelling Intercomparison 114 

Project (PMIP3; Braconnot et al. 2012). Here we make use of these new model 115 

simulations and the newly expanded range of proxy reconstructions to improve our 116 

knowledge of natural variability and its potential implications for detection and 117 
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attribution studies. 118 

The reconstructions used in this paper are introduced in Section 2 and the model 119 

simulations are described in Section 3. Section 4 presents results aimed at 120 

calculating the relative importance of external forcing over the past millennium. This 121 

is done by first examining the variance explained by the forced component in the 122 

reconstructions. Then a detection and attribution analysis is carried out, followed by 123 

a discussion of results and their implication for studies of recent climate change. The 124 

relative importance of the various external forcings is analysed in Section 5, followed 125 

by a summary (Section 6).  126 

 127 

2. Reconstructions 128 

A list of the reconstructions used in this paper is given in table 1. These 129 

reconstructions were calibrated to three different geographical regions: 0-90°N land 130 

and sea (Ammann and Wahl 2007, Juckes et al. 2007, Mann et al. 2009, Moberg et 131 

al. 2005), 20-90°N land only (D’Arrigo et al. 2006, Frank et al. 2007) and 30-90°N 132 

land only (Christiansen and Ljungqvist 2011, Hegerl et al. 2007a). Some 133 

reconstructions are based on a fixed number of sites (Christiansen and Ljungqvist 134 

2011, Hegerl et al. 2007a; although the sampling within sites may decline back in 135 

time), and some are based on varying numbers of proxy sites over time (e.g., 136 

D’Arrigo et al. 2006, Frank et al. 2007, Mann et al., 2009). Hence it is expected that 137 

uncertainties will increase further back in time. Some reconstructions are based on 138 

averaging across the available sites and then calibrating to the target of the 139 

reconstruction (e.g., D’Arrigo et al., 2006, Hegerl et al. 2007a; in some cases, 140 

calibrating high and low frequency bands separately e.g. Moberg et al 2005), while 141 

others are based on reconstructing the underlying spatial patterns using multilinear 142 
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regression techniques (Mann et al., 2009; Ammann and Wahl 2007). Overall, the 143 

large number of reconstructions available, based on a mix of data and methods, 144 

provides a reasonable estimate of uncertainty due to varying methodological 145 

assumptions and choices of data.  146 

The reconstructions are shown in figure 1 and generally show a warmer period 147 

around the start of the millennium from around 900-1200 (the Medieval Climate 148 

Anomaly, MCA), followed by a cooler period from around 1450-1800 (the Little Ice 149 

Age, LIA). They also show relatively abrupt periods of cooling associated with 150 

volcanic eruptions (e.g. following the eruption of Mount Tambora in 1815). Figure 1 151 

shows the HadCRUT4 instrumental data (Morice et al. 2012) from 1850-2000 as 152 

well. All reconstructions, except Christiansen and Ljungqvist (2011), show similar 153 

trends to the HadCRUT4 data over the instrumental period. Whereas all the other 154 

reconstructions scale the proxy record in some way to the instrumental data, the 155 

Christiansen and Ljungqvist reconstruction represents an un-weighted average of a 156 

number of different proxies scaled locally. In order to ensure consistency during the 157 

modern interval with the instrumental record over the region sampled (extratropical 158 

NH land), we have rescaled that reconstruction using an inverse regression onto the 159 

instrumental temperature series (note that the inverse regression assumes that 160 

instrumental error and noise is negligible relative to that for the proxy reconstruction; 161 

see Christiansen and Ljungqvist, 2011; Hegerl et al., 2007a). Results for both the 162 

scaled and un-scaled Christiansen and Ljungqvist reconstruction will be shown 163 

throughout the paper.  164 

We first smooth all annual reconstructions and model simulations using a 10-year 165 

Butterworth filter (see Mann; 2008, also used in Mann et al. 2009), reducing power 166 

by a half on 10 year timescales. This ensures that both simulations and data are 167 
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comparable, and that the analysis focuses on the better reconstructed inter-decadal 168 

variability (see e.g. Frank et al 2007, D’Arrigo et al 2006). In our standard analysis, 169 

this is followed by an 11-yr boxcar filter in order to focus on truly interdecadal 170 

timescales. In order to determine the sensitivity to the smoothing length, our analysis 171 

has been repeated both without the additional smoothing, and using a 21-yr boxcar 172 

filter instead of an 11-yr boxcar. This tests the sensitivity to focusing the analysis on 173 

multi-decadal rather than interdecadal timescales (which e.g. Christiansen and 174 

Ljungqvist 2011 argued is more faithfully reconstructed). Results in an earlier paper 175 

(Hegerl et al., 2006) showed that calibration of a treering based reconstructions on 176 

interdecadal timescales yielded similar estimates of climate sensitivity compared to 177 

one using a multi-decadally filtered version of the same reconstruction (Cook et al., 178 

2004), supporting the approach taken here. Extensive sensitivity tests in earlier 179 

papers (Hegerl et al., 2003; 2006; 2007) showed little sensitivity of detection results 180 

to the shape and length of the filter between the limits of 5 years (where the signal-181 

to-noise ratios of forced vs. internal variability become increasingly low) and secular 182 

timescales (at which it becomes increasingly difficult to distinguish the effects of 183 

different external forcings). The sensitivity of our results to the choice of smoothing 184 

length is discussed later in the paper. 185 

 186 

3. Model simulations 187 

Table 2 contains details of all the climate model simulations which are used in the 188 

multi-model mean fingerprint used in this paper (CCSM4 – Landrum et al. 2012; MPI-189 

ECHAM5 – Jungclaus et al. 2010; MPI-ESM-P - Giorgetta, et al., 2012; HadCM3 – 190 

Pope et al. 2000, Gordon et al. 2000; GISS-E2-R – Schmidt et al. 2006; Bcc-csm-1-1 191 

– Wu 2012 ) and one additional model (CSIRO – Phipps et al. 2011, 2012) whose 192 
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results contributed to the calculation of the individually forced fingerprints. The 193 

surface air temperatures (SATs) of the different models are shown in figure 2.  All the 194 

model simulations are smoothed the same way as the reconstructions and are 195 

calculated as the mean over the three different geographical regions represented by 196 

the different reconstructions. Only results for 0-90°N land + sea are shown in figure 197 

2. The GISS-E2-R simulations (figure 2a) included a significant initial model drift that 198 

was removed from the control simulation by fitting a second order polynomial to the 199 

control simulation (this is the same correction technique as applied in Tett et al. 200 

2007).  201 

The forcings used in the model simulations are listed in table 2. Where two forcings 202 

are given in the solar forcing column, the simulations have been driven with a 203 

combination of two solar forcings that have been spliced together, following the 204 

guidance given by Schmidt et al. (2011,2012). For the CCSM4 model and GISS-E2-205 

R models, the land use forcing has been merged into the Hurtt et al. (2009) land-use 206 

dataset after 1850, following Schmidt et al. (2011,2012).  207 

For the period 1850-2000 other anthropogenic forcings have been included. The 208 

CCSM4, GISS-E2-R, MPI-ESM-P and the Bcc-csm-1-1 model simulations used the 209 

CMIP5 anthropogenic historical forcings. The HadCM3 simulation followed  the 210 

forcings used in Tett et al. (2007), while the MPI-ECHAM5 model simulation has 211 

been driven with aerosol concentrations following Lefohn et al. (1999; see Jungclaus 212 

et al., 2010). These differences in the treatment of the anthropogenic forcings likely 213 

explain the discrepancies in the 20th century trends seen in figure 2a.  214 

The natural forcing datasets used by these studies are uncertain (see Schmidt et al 215 

2011,2012). There is uncertainty in the amplitude of solar forcing (see e.g. the 216 

difference between Steinhilber et al. 2009 and Shapiro et al. 2011) and the forcing by 217 
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individual volcanic eruptions (see e.g. the difference between Crowley et al 2008 and 218 

Gao et al 2008). There is also the possibility of systematic bias owing to the scaling 219 

between the observed sulphate spikes found in ice cores and the aerosol optical 220 

depth used by the models (see Hegerl et al 2006), although the different volcanic 221 

reconstructions span a range of assumptions. The level of land-use change in pre-222 

industrial times is also debated (see Pongratz et al 2009 and Kaplan et al 2010).  223 

There are also known model limitations in the response to these forcings. For 224 

example, it is likely that the models described in this paper may not be capable of 225 

fully capturing the dynamic response to solar forcing that has been proposed by 226 

several studies and involves an amplification of the response by ozone feedback 227 

within the stratosphere (see e.g. Shindell et al 2006, and a review by Gray et al 228 

2011). Many of the models used here do not have a fully resolved stratosphere and 229 

contain no interactive ozone chemistry. Such dynamic responses would, however, 230 

affect the hemispheric annual mean response studied here less than regional and 231 

seasonal responses. There is also evidence that the models may not be capturing 232 

the dynamic response to volcanic forcing (see e.g. Driscoll et al. 2012), while some 233 

may be responding too strongly (see e.g. Gent et al 2011). There is therefore still 234 

considerable uncertainty in the model simulated response to climate forcing over the 235 

past millennium.   236 

The simulations driven with all forcings are shown in figure 2a and show similar 237 

features to the reconstructions (for a comparison see figure 2b): The model 238 

simulations are slightly warmer in the MCA, although the timing of the warming is 239 

different in models and reconstructions (see Jungclaus et al. 2010). The simulations 240 

are also substantially colder than the millennial average for much of the LIA, and all 241 

show a strong increase in temperature over the 20th century.  242 
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Perhaps the most prominent features of the simulations are the pronounced cooling 243 

episodes following large volcanic eruptions (the largest of which are highlighted by 244 

grey bars in figures 2a and 2b), in particular those in 1258 (origin unknown), mid-245 

1450s (Kuwae) and 1815 (Mount Tambora). Note there may be uncertainty in the 246 

dating of some volcanic eruptions, particularly Kuwae (Plummer et al. 2012). The 247 

volcanic cooling simulated for these large eruptions appears far larger than that seen 248 

in the reconstructions (see figure 2b). This is particularly true for the 1258 eruption, 249 

which causes a large cooling in the simulations that is hardly seen in the 250 

reconstructions. This discrepancy is further explored later in this paper.  251 

Figure 2c shows the results from composite simulations, which include the effect of 252 

solar and volcanic forcing only. For the HadCM3 and MPI-ECHAM5 models this is 253 

the linear combination of simulations forced by volcanic and solar forcing only. For 254 

the CSIRO model this is calculated by subtracting simulations with just orbital and 255 

greenhouse gas forcings from simulations including orbital, greenhouse gas, solar 256 

and volcanic forcings. In all of these simulations the solar forcing is weak, so that the 257 

combined fingerprint is dominated by volcanic forcings. The behaviour of the 258 

combined simulations in figure 2c is similar to the all-forced simulations shown in 259 

figure 2a for the pre-industrial periods, with a correlation of +0.87 for the period 260 

1401-1900. This suggests that, in the model world at least, these are the most 261 

important pre-industrial forcings. The composite simulations diverge from the all-262 

forced simulations significantly from 1850 onwards as anthropogenic forcings 263 

become increasingly important. 264 

Figure 2d shows the results from simulations forced by well-mixed greenhouse 265 

gases only. For the CSIRO model these results were calculated by subtracting 266 

simulations including just the orbital forcing from simulations with orbital and 267 
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greenhouse gas forcing. The effect of the greenhouse gas forcing is clearly visible, 268 

causing a steady increase of temperature beginning around 1800. In addition to this 269 

recent warming there are also pre-industrial long-term variations in greenhouse gas 270 

only simulations, with a noticeable cooling around 1600 in response to a small dip in 271 

the abundance of CO2 (see discussion below). 272 

Each of the models which provided forced simulations also has an equivalent 273 

unforced control simulation of varying length (not shown). These were used to 274 

construct the internal variability samples required for the detection and attribution 275 

analysis discussed in section 4b.  276 

 277 

4. Results: The role of external forcing  278 

a) Explained variance 279 

Before analysing the entire millennium or substantial parts of it in a detection and 280 

attribution analysis, changes in the role and importance of forcing are explored over 281 

200-yr windows. This serves to test for variation in the role of external forcing vs. 282 

internal variability over the millennium in model simulations, and addresses the 283 

extent to which these variations are reflected in reconstructions. 284 

We define the explained variance as the squared correlation between the model 285 

simulations and individual reconstructions. For this test the period encompassing the 286 

large 1258 eruption was ignored, since the large discrepancy in response to this 287 

eruption between the simulations and reconstructions (see figure 2b) is likely to 288 

dominate our results early in the millennium. Where a correlation is negative, the 289 

explained variance is set to zero, as only positive correlations are meaningful 290 

measures of the correspondence between simulations and reconstructions. 291 

The explained variance for 200 year periods is shown in figure 3, where each 292 

coloured symbol represents the variance within a reconstruction explained by the 293 
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multi-model mean.  The average of all the variances calculated for each 294 

reconstruction is also shown. While there is substantial variation between 295 

reconstructions, some common features emerge: the largest explained variances are 296 

found over the most recent 200 years (1750-1950) with average values over 60% 297 

(also see Stott et al. 2000).  The explained variance then decreases to an average of 298 

about 30% for 200 year periods between 1400 and 1900. Before 1300 the explained 299 

variances begin to decline further and for the periods 900-1100, 950-1150 and 1000-300 

1200 the explained variance is negligible (note that this is robust with respect to the 301 

exclusion of the 1258 eruption). Could this decline be due to a decreasing role of 302 

external forcings back in time? 303 

To address this question, we performed a “perfect model” test. In this analysis the 304 

explained variance was calculated from the correlations between individual model 305 

simulations and a fingerprint derived from all the other simulations, which are then 306 

averaged. If the models have a similar level of internal variability to the observations, 307 

and if the simulated response to external forcing is accurate, then this perfect model 308 

correlation should be similar to that between the multimodel mean and the 309 

reconstructions. Errors in the external forcing used in the model simulations, errors in 310 

the model physics and errors and additional noise in the reconstructions will reduce 311 

the explained variance relative to the average explained variance obtained from the 312 

simulations.  Therefore, we expect the average of the explained variance obtained 313 

from the simulations to yield an approximate upper limit of explained variance given 314 

varying forcing levels over time (see dashed line in figure 3).  If there was a strong 315 

divergence between the perfect model result and the explained variance in 316 

reconstructions, this would suggest an increasing role of data uncertainty, or that the 317 

true forcing uncertainty is larger than that represented in the forcings used in the 318 
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simulations, or systematic biases in the responses of the models to external forcings, 319 

or any combination of these. 320 

As expected the highest explained variance for the perfect model test is found for the 321 

most recent 200 year period, since this is when multi-decadal forcing is strongest 322 

due to anthropogenic activity. As seen in the results for the multi-model mean vs. 323 

reconstruction comparison the explained variance in the perfect model study also 324 

decreases back in time. However, if the 1258 eruption is not removed, the variance 325 

decreases by a smaller amount due to the presence of a strong cooling event 326 

common to all the model simulations (not shown). The perfect model explained 327 

variance remains within the range of results from the reconstructions from about 328 

1200. This shows that a decrease in the importance of external forcing relative to 329 

internal variability can explain much of the observed decrease in explained variance 330 

in the simulation-reconstruction comparison. 331 

A striking result of this perfect model study is that the explained variance during the 332 

MCA is quite low even in the perfect model study, of order 20%, suggesting that 333 

given the forcings used this period should be dominated by internal variability rather 334 

than strongly forced (with the exception of the enigmatic 1258 eruption, which was 335 

excluded). This is possibly due to the substantially reduced volcanic activity (other 336 

than the 1258 eruption) during this period. Therefore values of the explained 337 

variance as low as 20% are expected. However, the correlations between the 338 

models and the reconstructions for this period are substantially lower than the 339 

perfect model values. As discussed in Section 2, increased sampling error in the 340 

reconstructions (e.g. due to decreasing availability of proxy data) could be partly 341 

responsible for the reduction in correlations with the model simulations (e.g. Frank et 342 

al 2007 and D’Arrigo et al. 2006 caution overuse of their reconstructions prior to 343 
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1200 and 1117 respectively, see also Esper and Frank 2009). Unusually pronounced 344 

internal variability during this period may also account for the reduction in explained 345 

variance (see Goosse et al. 2012). Of course, the observed discrepancies may result 346 

from some combination of these factors. 347 

 348 

b) Detection and attribution analysis 349 

The previous results show that there is agreement between the model simulations 350 

and the reconstructions, particularly for time periods after 1200, demonstrating at 351 

least some role for external forcing in the climate of the past millennium over most 352 

200-yr segments. Here we use detection and attribution techniques to estimate the 353 

magnitude of the forced change, separating the climate response into forced and 354 

internal variability.  355 

The multi-model mean response, smoothed in order to focus on multi-decadal 356 

frequencies, provides a fingerprint for forced variability in the reconstructions. The 357 

contribution by the fingerprint of external forcings to reconstructed NH temperature 358 

has been estimated using a total least squares (TLS) detection and attribution 359 

technique (see Allen and Stott 2003 for details) which estimates a scaling factor β to 360 

best match the time dependent fingerprint Xi(t) to the reconstructions, Y(t). 361 

 ( )  ∑ (  ( )    ( ))     ( )
 
    (1) 362 

The fingerprint of external forcing, Xi, is provided by the mean of an ensemble of 363 

climate model simulations (averaged over the same region as the reconstruction), 364 

and represents the time-fingerprint of NH mean temperature in vector form.  As only 365 

a limited ensemble of forced simulations is available, each fingerprint Xi(t) will still 366 

contain internal variability generated within the simulation νi(t), whose variance is 367 

reduced by averaging over the ensemble. The reconstruction is assumed to have an 368 
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associated internal variability ν0. The method assumes a ratio of noise variance 369 

between reconstructions and that in the fingerprint, which we set to 1/n with n equal 370 

to 11, the number of ensemble members.  371 

The scaling factors    are determined following Allen and Stott 2003 by calculating 372 

the singular value decomposition (SVD) of Z: 373 

                    (2) 374 

Where Z is a matrix formed by combining the model fingerprints and reconstructions 375 

(after scaling to equal noise variance; see Allen and Stott 2003): 376 

  [   ]              (3) 377 

We can estimate the true underlying response to forcing represented in the model 378 

simulations and reconstructions, ž, where ž is calculated following equation 38 in 379 

Allen and Stott (2003): 380 

ž                   (4) 381 

and   is taken from the SVD.  382 

The uncertainty in scaling factors can be approximated analytically (see Allen and 383 

Stott 2003), but is here calculated by superimposing 2000 random samples of 384 

internal variability taken from the control simulations onto both the noise reduced 385 

observations and model fingerprints, ž. To construct these model based samples of 386 

internal variability we use segments of control simulations of the same length as the 387 

analysis period, taken from the same models as are used to form the model-mean 388 

fingerprint. The 5-95% uncertainty range for   is based on the sampling distribution 389 

derived from these multiple samples, and should be a credible range over which to 390 

quantify uncertainty given the 12,000 years of control simulation used (see e.g. 391 

Hegerl et al. 1996; Allen and Tett 1999). 392 

A fingerprint is detected in the reconstructions if the scaling factor β is significantly 393 
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larger than zero. This means that the effect of external forcing is detected at the 5% 394 

confidence level in the reconstructions if the calculated 5-95% scaling range does 395 

not encompass zero. 396 

To validate the consistency of the fit, the residuals of the regression were checked 397 

against the estimates of model-based internal variability. If a fit to a reconstruction 398 

yields a residual with a -squared value (Allen and Stott eq. 26) that is smaller than 399 

the sum-of-squares of 90% of the control samples then the amplitude of ν0 is said to 400 

be consistent with the internal variability as sampled by the control simulations.  401 

The detection and attribution analysis was performed for several different time 402 

periods: a recent time period where reconstructions are based on a larger database 403 

(1401-1950; see Jansen et al., 2007), a short period encompassing the MCA (851-404 

1400), the full time period including the MCA (851-1950), and the corresponding pre-405 

industrial time periods (851-1850 and 1401-1850). The results for the full time period 406 

for three representative reconstructions are shown in figure 4a. Figure 4b shows 407 

detection results for all time periods and all 8 reconstructions plus the re-scaled 408 

version of the Christiansen and Ljungqvist (2011) reconstruction. The results show 409 

that the fingerprint for external forcing is detectable in all reconstructions for four of 410 

the time periods to a 5% significance level. While both the reconstructions of external 411 

forcing and of temperature are uncertain, the uncertainties between the two should 412 

be independent from each other, making spurious detection of the fingerprint highly 413 

unlikely. Thus, our results confirm a clear and important role of external forcing 414 

during the last millennium, even when the last 150 years are excluded. For the time 415 

period 851-1400, however, the external forcing is only detected in half of the 416 

reconstructions. This is perhaps unsurprising given the poor correlations found in the 417 

previous section over this period, and is at least partly due to the smaller role of 418 
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forcing as estimated by the perfect model correlations.  419 

Scaling factors were also calculated using an ordinary least squares (OLS) fit (see 420 

Allen and Tett 1999). The results are very similar, with the fingerprint for external 421 

forcing detectable in all reconstructions for all time periods except for the period 851-422 

1400 (results not shown). OLS analysis places all the internal variability onto the 423 

reconstructions, so this is the limiting case where error and internal variability in the 424 

fingerprint is negligible relative to that in the reconstructions. This analysis shows 425 

that the results are insensitive to the assumed ratio of internal variability between the 426 

reconstructions and models. 427 

Figure 4b shows the internal variability samples calculated as part of the TLS 428 

analysis, v0. As can be seen from this figure, as well as the bars shown in figure 4c, 429 

the residual variability of several of the reconstruction derived samples are not 430 

consistent with the model’s internal variability. This is especially true for the time 431 

periods containing the MCA. To test whether this potentially larger variability in 432 

certain reconstructions exerts any leverage on our detection results, the variance of 433 

the samples of internal variability taken from the control simulations used to calculate 434 

the range of scaling factors was scaled to fit the variance of the TLS generated 435 

sample of internal variability, if the latter was larger prior to repeating the detection 436 

analysis. As figure 4c shows the external forcing is still detectible testing against this 437 

inflated variability in all but one reconstruction (excluding the period 851-1400) and 438 

even for that reconstruction for all but one of four time periods. 439 

Questions have been raised about the faithfulness of the low-frequency climate 440 

signal recorded by climate proxy data (see e.g. Jones et al. 2009 for a review). One 441 

recent study (Esper et al. 2012) for example argues, based on a comparison of tree-442 

ring width and tree-ring density record estimates from one location in the Arctic, that 443 
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tree ring width records, and therefore potentially any reconstructions using them, 444 

may underestimate millennial-scale trends such as those associated with orbital 445 

forcing.  Whether or not this effect actually impacts hemispheric temperature 446 

reconstructions, which reflect a mix of proxy data and sample diverse seasonal 447 

windows and latitudinal ranges, is less clear. If a long term trend, such as that 448 

suggested by Esper et al 2012 was missing in any of the reconstructions studied 449 

here, it should lead to a positive trend in the residuals shown in figure 4b. We find, 450 

however, that for all of the multiproxy reconstructions, the residuals exhibit a 451 

negative long-term trend (ranging from -0.23 ºC/1000yr in Mann et al. 2009 to -0.03 452 

Juckes et al. 2007 ºC/1000yr), suggesting if anything an overestimation of any 453 

potential long-term cooling trend. Interestingly the two tree-ring only reconstructions 454 

(D’Arrigo et al. 2006 and Frank et al. 2007) do exhibit a positive long-term trend, and 455 

quite a substantial one in the case of the Frank et al. 2007 reconstruction (0.17 456 

ºC/1000yr), that is consistent with the potential bias noted by Esper et al. 2012. 457 

Attributing some of this trend, to orbital forcing is difficult, however, due to the large 458 

uncertainties in the reconstructions themselves, and given that internal climate 459 

variability (e.g. at the time of the MCA; residuals shown in figure 4b) projects onto 460 

the trend.  461 

Figure 5 shows scatter plots for the externally forced model fingerprints plotted 462 

against the reconstructions (based on the decadally smoothed data used for the 463 

regression) and the regression lines calculated in the above analysis. This plot 464 

further highlights differences in the estimated amplitude of the forced response for 465 

different reconstructions. Several of the reconstructions have periods during the LIA 466 

that are clearly colder in the reconstructions than in the models; equally, there are 467 

several reconstructions that have periods of the MCA which are significantly warmer 468 
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in the reconstructions than in the model simulations. Neither of these features is 469 

present for every reconstruction, however, indicating that there is substantial 470 

uncertainty in the level to which the MCA and LIA can be reproduced due to external 471 

forcing (see also figure 4b). Also present in many of the regressions, particularly 472 

those for the period 851-1950, are tails where the models are far cooler than the 473 

reconstructions. These tails result from volcanic cooling and highlight that the 474 

reconstructions tend to exhibit considerably less of a cooling response to the largest 475 

volcanic eruptions than is simulated by the models (figure 2b). 476 

 477 

c) Possible explanations for the model data mismatch in amplitude  478 

A striking result in figure 4b is that the multi-model fingerprint appears to have too 479 

strong a response when compared to the reconstructions, as indicated by many 480 

scaling factors being significantly less than unity. A scaling factor less than unity 481 

means that the model response needs to be reduced in amplitude to match those 482 

reconstructions. We first check the dependence of this effect upon the degree of 483 

smoothing that the model simulations and reconstructions undergo prior to the 484 

analysis. Results for when no additional smoothing is added (on top of the decadal 485 

Butterworth filter) are shown in figure 6a and results when an additional 21-year box-486 

car filter is used (rather than the normal smoothing length of 11 years) are shown in 487 

figure 6b. These figures show that there is some dependence on the calculated 488 

scaling values with smoothing length. With less smoothing the scaling ranges are 489 

less consistent with unity, indicating a larger discrepancy in response to forcings in 490 

the model simulations compared to the reconstructions. When the smoothing is 491 

increased, however, to focus on lower frequency responses, the model response 492 

becomes more consistent with the reconstructions. Many reconstructions now yield 493 
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scaling factors that are consistent with unity, at least for the more reliable more 494 

recent periods. It is worth noting that although the values of β may be sensitive to the 495 

smoothing length, the detectability of the external forcing is not. 496 

It is also possible that the modelled response to volcanism is systematically too 497 

large. Comparisons between simulated and observed 20th century records suggest a 498 

stronger simulated response than that of the observations (see Hegerl et al., 2007b); 499 

however, the observations are within the uncertainty range, and the cooling 500 

response may have been masked by substantial El Niño events closely following 501 

several large eruptions. As the uncertainties in reconstructed forcing and model 502 

response are larger prior to the 20th century, the possibility of an excessively large 503 

model response can neither be ruled out nor confirmed based on present data 504 

However, if the response of the multi-model mean to every forcing was 505 

systematically too large, then the observed response should be smaller than the 506 

model response regardless of the choice of smoothing length. This is not the case 507 

(figure 6c). 508 

As our previous analyses indicate, this problem seems to be linked to the high 509 

frequency response. Volcanic eruptions play a substantial role over much of the last 510 

millennium (see Hegerl et al. 2003, 2007a, 2007b, Miller et al. 2012, Weber 2005) 511 

and show the strongest response on short timescales. A visual inspection reveals 512 

that some of these seem to be excessively large in the fingerprint relative to the 513 

reconstructions. This forcing has large short term effects, therefore the low scaling 514 

factors observed in the high frequency response could plausibly result from 515 

discrepancies between the simulated and observed responses to volcanic forcing, 516 

rather than a systematic error in the model response. One possible factor may be 517 

errors in the volcanic forcing history. For example, Hegerl et al. (2006, SI) estimated 518 
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a total uncertainty in the magnitude of the overall volcanic forcing timeseries of ~35% 519 

due to uncertainty relating to the scaling of sulphate measurements in ice cores to 520 

the aerosol forcing. This would therefore indicate that a scaling factor as small as 521 

about 0.7 might not be inconsistent with the data given forcing uncertainties, which 522 

would yield a multi-model mean response consistent with many more of the 523 

reconstructions, at least over the best reconstructed periods (figure 4). It is further 524 

possible that inaccuracies in the implementation or response to the volcanic forcing 525 

could play a role (see e.g. Driscoll et al 2012, Gent et al 2011, Timmreck et al 2012), 526 

especially for larger eruptions such as the 1258 eruption because of the coagulation 527 

of sulphate aerosol particles (Timmreck et al. 2009). On the other hand, Mann et al 528 

2012a showed that a reconstruction displayed less cooling than energy balance 529 

models even when forced using the smallest published volcanic forcing estimates 530 

(Mann et al, 2012a), although an older density based record (Briffa et al., 2001) 531 

showed volcanic cooling in the past few centuries that was very similar to that 532 

simulated by an energy balance model (Hegerl et al., 2003). 533 

Other recent work (Mann et al. 2012a) suggest that this discrepancy could arise from 534 

limitations in certain types of proxy information used in temperature reconstructions, 535 

in particular tree-ring width temperature proxies which are typically obtained from 536 

tree-line proximal environments. This finding has been challenged by Anchukaitis et 537 

al (2012), which in turn has been challenged by Mann et al (2012b).  538 

To test whether the low scaling factors could be arising solely due to the differences 539 

in response to large volcanic eruptions, the detection analysis was repeated with the 540 

years surrounding the largest volcanic eruptions masked out.  For this analysis large 541 

volcanic eruptions were defined as periods when the aerosol optical depth in the 542 

tropics within the Crowley et al. 2008 dataset (which many of the models implement, 543 
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see table 2) exceeds 0.25. All these events (namely, 3 major eruptions in the 13th 544 

century, Kuwae in the mid-15th century, and Tambora in 1815), plus 5 years on either 545 

side were masked out (indicated by grey bars in figure 2) prior to the detection 546 

analysis. The results are shown in figure 6c and are similar to those calculated using 547 

21-year smoothing (figure 6b). The majority of the scaling factors now lie around 548 

unity, indicating that the model response is consistent with the reconstructions. The 549 

uncertainty ranges have also increased. This is to be expected, as the large volcanic 550 

eruptions represent some of the strongest signals in the record. By masking out 551 

large volcanic eruptions, substantial constraints on the scaling factors are removed 552 

and the signal-to-noise ratio is reduced.  553 

 554 

d) Implications for the detection of recent climate change 555 

We now turn to examining internal climate variability on long timescales. We have 556 

two alternative samples of internal variability: one taken from model control 557 

simulations, and one given by the residual variability in the reconstructed 558 

temperature not explained by the fingerprint for external forcing, calculated from ž 559 

(see equation 4).  For the TLS regression to be self-consistent, the variability of the 560 

residuals should be comparable to that of the control simulations. Figure 4b shows 561 

that the residual from six out of eight reconstructions (ignoring the un-scaled 562 

Christiansen and Ljungqvist 2011 reconstruction) is consistent with at least one 563 

control simulation for the period 1401-1850. The other two show a larger residual 564 

over part of the LIA, (see figure 5) and have poor correlations with the model 565 

simulations (see figure 3). In contrast, residuals from only four reconstructions are 566 

consistent for the longer time period 851-1850 because the largest residuals occur 567 

early in the millennium (figure 4b), during the MCA whose peak does not coincide 568 
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with periods of strong forcing (e.g. high solar activity see Ammann et al. 2007, and 569 

Jungclaus et al. 2010) and which, if the model fingerprints are correct, would point 570 

either toward unusually pronounced internal variability (Goosse et al. 2012) or, 571 

perhaps, increased sampling uncertainty and data noise in the reconstructions 572 

and/or forcings. 573 

If the control simulations do not adequately sample the full range of the climate’s 574 

internal variability then it could have a profound impact on many detection studies 575 

carried out over the last couple of decades (see Hegerl and Zwiers, 2011), as these 576 

have mainly relied on samples of internal variability derived from models. To 577 

examine if the recent warming is detectably different from internal variability, given 578 

the estimates of residual variability calculated here, we examine the largest trends in 579 

these estimates of internal variability and compare them to the recent period. Figure 580 

7 shows the recent 50 year trend (corresponding to 1960-2010) calculated from the 581 

HadCRUT4 data (Morice et al. 2012) for all domains considered here compared to 582 

estimates of internal climate variability from the reconstructions. For all the 583 

reconstructions investigated, this alternative sample of internal variability calculated 584 

from the residuals of the regression has 50 year trends that are much smaller than 585 

the recent instrumental trend in the domain reconstructed (this conclusion also holds 586 

for 100 year trends, not shown). Thus, reconstructed temperatures of the last 587 

millennium confirm that the contribution by internal climate variability to the recent 588 

warming is small, strengthening the claim that internal variability alone is ‘extremely 589 

unlikely’ to explain recent warming (Hegerl et al. 2007b). 590 

The recent observed trends are also unusual in the context of total natural climate 591 

variability (forced and unforced) since the maximum trends calculated from all the 592 

raw reconstructions for pre-industrial periods (850-1850) are found to be significantly 593 
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smaller than the recent 50 year trend (not shown). This is also true for the multi-594 

model mean; however, several of the individual model simulations contain a small 595 

number of slightly larger 50 year trends associated with the largest volcanic 596 

eruptions.  597 

 598 

5. Which forcings are important?  599 

To address the question of which external forcing is most important to explain the 600 

changes observed, individually forced simulations are required. Here we use multi-601 

model fingerprints from three different GCMs (see figure 2c and 2d and table 2) to 602 

investigate the contribution from natural external forcings (solar and volcanic forcing 603 

combined) and from changes in the concentrations of well mixed greenhouse gases, 604 

particularly the dip in CO2 recorded over parts of the LIA (see e.g. MacFarling Meure 605 

et al. 2006). The fingerprint method is based on the period 1400-1900, after which 606 

other anthropogenic forcings, particularly anthropogenic aerosols and, to a lesser 607 

extent, land use change become increasingly important (e.g. Hegerl et al. 2007b and 608 

Tett et al 2007). This analysis used the TLS detection and attribution method 609 

(equation 1) where several scaling factors βi were estimated to fit the fingerprints 610 

Xi(t) to the reconstructions Y(t).  Several of the model simulations which are used to 611 

calculate the fingerprints (see figure 2c and 2d) are themselves calculated as the 612 

sum of two simulations and this was taken into account when estimating the ratio of 613 

internal variability in the fingerprints to that in the reconstructions. 614 

The detailed results for three reconstructions and the scaling factors for a larger 615 

range of reconstructions are shown in figure 8. The combined volcanic and solar 616 

fingerprint is detectable in all the reconstructions used and causes large cooling 617 

episodes in the mid-15th, 17th and early 19th centuries. Since the volcanic signal 618 
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dominates the volcanic plus solar fingerprint, at least in the models, these results 619 

suggest that volcanic forcing is the dominant driver of forced variability in pre-620 

industrial SATs for the time period studied here. However, independently from solar 621 

and volcanic forcing, a significant temperature change has been detected in 622 

response to pre-20th century greenhouse gas variations in all but three 623 

reconstructions. This forcing caused a small but sustained cooling during much of 624 

the 16th and 17th centuries with a best estimate of up to ~0.1-0.2°C (depending on 625 

the reconstruction used) relative to the mean temperature for the period 1400-1900 626 

(see figure 8a).  627 

The cause of this decrease in CO2 has not been conclusively determined. Some 628 

authors (e.g. Ruddiman 2003; Faust et al. 2006; Nevle and Bird 2008) have argued 629 

that it could be a consequence of human land-use activity, attributing the decrease in 630 

CO2 to a decrease in agricultural usage and therefore a subsequent increase in 631 

natural vegetation following the conquest of the Americas (~1519 to ~1700). 632 

However Pongratz et al. suggest (2011) that this is unlikely. Yet other studies (Joos 633 

et al 1999; Trudinger et al 2002) attribute the drop to natural forcings, such as solar 634 

and volcanic forcing. It is also possible that internal climate variability could partly 635 

explain some of the dip (see e.g. Jungclaus et al 2010). Despite this uncertainty in 636 

the origin of the reduced greenhouse gas concentration over that period, our paper 637 

shows for the first time that this decrease in CO2 and the subsequent slow increase 638 

caused a detectible temperature response to greenhouse gases prior to 1900, 639 

highlighting the role of greenhouse gas forcing prior to the more recent period of 640 

industrial greenhouse gas emissions.  641 

 642 

6. Discussions and Conclusions 643 
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The work presented in this paper examines the role of external forcings on the 644 

climate of the last millennium. Consistent with earlier studies (Crowley 2000; 645 

Yoshimori et al. 2005; Hegerl et al. 2007a), we find the LIA likely to have been in 646 

large part externally forced, since a large fraction of the variance in most 647 

reconstructions can be explained by the model simulations and since the model 648 

fingerprint for forced variability is detectable at the 5% level in all the reconstructions 649 

analysed.  650 

The variance of the residuals that is not explained by the response to external 651 

forcing as simulated in the models is, for the majority of reconstructions, consistent 652 

with the variance of control simulations if analysed over the past 600 years. There 653 

are, however, large differences between the different reconstructions. Several are 654 

only poorly correlated to the model simulations and have large residuals that cannot 655 

be explained by the estimated radiative forcing even over this shorter interval. Since 656 

the uncertainties in the model simulations and reconstructions are independent of 657 

each other, the high correlation between the models and some reconstructions is 658 

unlikely to be due to chance alone. From attribution analysis using fingerprints of 659 

natural (volcanic and solar) and anthropogenic (greenhouse gas forcing), it can be 660 

shown that explosive volcanism and changes in solar output combined are the 661 

dominant drivers of forced variability over the second half of the last millennium, 662 

although greenhouse gas variations are also likely to have significantly contributed to 663 

the cold conditions during the period 1600-1800.   664 

The variance of the residuals calculated from the detection analysis encompassing 665 

the MCA is for many of the reconstructions larger than the variance of the control 666 

simulations during this period. This could be due to increased uncertainty in the 667 

reconstructions, for example, due to the declining number of proxies or to errors in 668 
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the forcing datasets used to drive the models. It could also be due to strong and 669 

anomalous periods of internal variability, or both. 670 

The 50 year trends in the samples of internal variability resulting from the detection 671 

analysis for the full period analysed here (850-1950) were compared to the recent 50 672 

year temperature trend. This shows that for all the samples of internal variability 673 

calculated (even those with higher variance than the control simulations) the largest 674 

50 and 100 year trend found in reconstructions after removing the forced component 675 

is much smaller than that found in the last 50/100 years of the instrumental record 676 

(1960-2010 and 1910-2010). This substantially strengthens the claim that internal 677 

variability alone is ‘extremely unlikely’ to explain recent warming (Hegerl et al 2007b). 678 

For the majority of the reconstructions the detection analysis estimates scaling 679 

factors significantly less than unity, indicating that the response to external forcing in 680 

the models is stronger than that inferred from the proxy reconstructions. While we 681 

cannot rule out that this discrepancy is due to an excessively large response in the 682 

multi-model mean to all forcings, this would not explain our finding that the 683 

discrepancy between the simulated and reconstructed responses is no longer 684 

apparent when disregarding a short period immediately following the largest volcanic 685 

eruptions of the past millennium. Possible explanations for this latter observation, as 686 

noted earlier, are (a) better fidelity of the low-frequency signal in proxy 687 

reconstructions, or (b) possible loss of fidelity of certain types of proxy data 688 

(particularly tree-ring data) in resolving very large volcanic cooling episodes. Other 689 

possible factors are (c) uncertainties in the magnitude of the volcanic forcing used in 690 

the multi model ensemble used here, (d) uncertainty in the representation of volcanic 691 

forcing within the models, (e) errors in the response of the models to volcanic 692 

cooling, or some combination of all of these factors. 693 
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To conclude, this paper builds on previous studies looking at the detection and 694 

attribution of the causes of climate change in NH temperature reconstructions, such 695 

as those by Hegerl et al 2003 and 2007. This work uses an ensemble of GCM 696 

simulations, many of which have only just become available as part of the 697 

CMIP5/PMIP3 initiative, as well as many more reconstructions compared to earlier 698 

results using fewer simulations, less reliable forcing estimates and sometimes 699 

Energy Balance Models. Our analysis also pushes detection of the forced response 700 

back to 850 in many cases.  701 

Our results have enabled us to better place the recent warming in the context of long 702 

term change, have strengthened the evidence for the importance of natural forcing in 703 

the climate of the last millennium, and have highlighted that the model-reconstruction 704 

discrepancy in the response to volcanic eruptions, as well as significant differences 705 

in the magnitude of the MCA, that cannot be fully explained by our understanding of 706 

internal variability. We also detect, for the first time, a pre-industrial greenhouse gas 707 

signal prior to 1900. 708 
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Tables and Figures 949 

Table 1 – Reconstructions used - The table includes citation (column 1), details of 950 

the geographical region of the reconstructions (column2), the time period covered 951 

(3rd column) and lists if multiproxy or tree-ring only based (for more details see 952 

papers). The additional notes column details which reconstruction is used if the 953 

paper referenced contains more than one. The name in brackets represents the label 954 

given to the reconstruction in subsequent figures. 955 

 956 

Table 2 –Model simulations and their forcings for further details see references; 957 

the references are CEA – Crowley et al. (2008), GRA – Gao et al. (2008),  VSK – 958 

Viera et al. (2011), SBF – Steinhilber et al. (2009), WLS – Wang et al. (2005). SJA – 959 

Schmidt et al. (2011), PEA – Pongratz et al. (2008), Hur- Hurtt et al. (2009), KK10 – 960 

Kaplan et al. (2009). JLT – Jungclaus et al. (2010)   MM - MacFarling Meure et al. 961 

(2006).  An X indicates that the forcing is not included. The model simulations 962 

indicated by a star have been made available as part of the CMIP5 and PMIP3 963 

projects.  964 

  965 
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Figure 1 – Reconstructed northern hemisphere land and sea surface air 966 

temperature a) All reconstructions that represent a) the whole NH (land and sea). b)  967 

20-90N land only c) 30-90N land only. On all panels the HadCRUT4 instrumental 968 

data (Morice et al 2012) is plotted in black.  All annual data are first smoothed with a 969 

10 year Butterworth filter (to enable comparison to reconstructions), and are further 970 

smoothed by an 11 year boxcar filter to focus on interdecadal timescales (see text 971 

for discussion). 972 

 973 

Figure 2 - Model simulations for the region 0-90N land and sea. a) Simulations 974 

forced with most complete set of external forcings, referred to as ALL forced 975 

simulations. The ensemble mean is shown in black. b) A comparison of the 976 

ensemble mean shown in figure 2a with the NH reconstructions shown in figure 1a, 977 

where the light orange shading shows the outer bounds for all 4 reconstructions and 978 

the solid orange line the mean of all four reconstructions. c) Simulations driven with a 979 

combination of solar and volcanic forcing.  d) Simulations driven with just well mixed 980 

greenhouse gas forcing.  All simulations are smoothed by a 10 year Butterworth filter 981 

and then an 11 year running box-car filter. The grey bars on the top three panels 982 

show periods of high volcanism. 983 

 984 

Figure 3 –Variance in reconstructions that is explained by the models. 985 

Explained variance (R2) using the smoothed ensemble mean for 200 year periods 986 

(thin black box: analysis period for first and last 200yr period). Symbols show 987 

explained variance for the individual reconstructions, while the thick black line shows 988 

the average R2.  The period 1250-1270 is not included in this particular analysis due 989 

to the known large discrepancy between reconstructions and model response to the 990 
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1258 eruption, which substantially drives up the correlations between model 991 

simulations. Symbols are centred on the period considered. The black dashed line 992 

shows the mean explained variance in the perfect model study.  993 

 994 

Figure 4: Contribution by external forcing to NH mean temperatures. a) 995 

Estimate of the contribution by the multi-model fingerprint (orange, solid; 5-95% 996 

uncertainty range for scaling only dark orange) to three of the reconstructions (blue, 997 

green, red), calculated for the period 851-1950 compared to the 5-95% uncertainty 998 

range of internal variability (light orange shading). b) Component of internal 999 

variability calculated from every reconstruction analysed (i.e. the residual between 1000 

the fitted model results and reconstructions). The horizontal lines show two standard 1001 

deviations of control simulation variability. c) Detection results for all reconstructions 1002 

considered (see axis label). Best fit scaling factors (crosses) are shown with 5-95% 1003 

ranges (vertical rectangles); results from an analysis with noise variance scaled to 1004 

the residual variance are shown by a vertical line. Fingerprints are detectible if 1005 

scaling factors are significantly above zero and consistent with the reconstruction if 1006 

not significantly different from unity.  A solid rectangle indicates that the variability of 1007 

the residual is smaller than ~90% of the control samples, a dashed rectangle that the 1008 

variability is smaller than at least one control sample. An open rectangle indicates 1009 

that the residual is not consistent with any of the model control samples. 1010 

 1011 

Figure 5 - Regression lines (851-1950) – plots show reconstructions on the y axis 1012 

against model results on the x axis, with the calculated regression lines shown in 1013 

blue for a TLS estimate and purple for the OLS estimate (best fit: solid, 95% range 1014 

dotted). Red asterisks show MCA years (950-1250), green asterisks show LIA years 1015 
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(1400-1700), orange asterisks show 20th century years, any other year is shown in 1016 

black.  1017 

 1018 

Figure 6 – As figure 4b, but showing detection results for sensitivity tests. a) 1019 

Results for the standard analysis but without the extra 11 year boxcar smoothing. b) 1020 

Results for the standard analysis but with 21 year boxcar smoothing instead of the 1021 

usual 11 year smoothing. c) Results for analysis with major volcanic eruptions 1022 

masked out in both the reconstructions and model simulations. 1023 

 1024 

Figure 7 Distribution and maximum 50 year trends of internal variability 1025 

estimated from reconstructions – a) Distribution of 50 year trends found in the 1026 

scaled residuals covering the time period 851-1950.  The distribution of the trends is 1027 

shown in the form of histograms with a Gaussian fit through the points. The grey 1028 

shaded Gaussian shows the distribution of the 50 year trend found in the combined 1029 

control simulations.  The largest positive and negative 50 year trend from each 1030 

reconstruction and the control simulations is shown by a bold vertical line.  The 1031 

recent 50 year trend (1960-2010) in the HadCRUT4 instrumental record (Morice et 1032 

al. 2012) is shown by a burgundy vertical line. a) Results for NH mean SATs; b) for 1033 

extra-tropics land only 20-90N and c) for extra-tropics land only 30-90N. 1034 

 1035 

Figure 8 - Results from detection and attribution analysis using individually 1036 

forced fingerprints. - a) Individually forced fingerprints for solar and volcanic forcing 1037 

combined (green) and greenhouse gas forcing (blue) scaled to fit three different 1038 

reconstructions over the period 1400-1900 (white area of the plot), with the 5-95% 1039 

scaling uncertainty range shown by the shaded region; b) Best fit scaling factors for 1040 
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both fingerprints for several reconstructions (cross) with 5-95% uncertainty range 1041 

(vertical bar). Fingerprints are detectible if scaling factors are significantly above zero 1042 

and consistent with the reconstruction if not significantly different from unity.  Solid 1043 

rectangle:  the variability of the residual is smaller than ~90% of the control samples. 1044 

Dashed rectangle: variability smaller than at least one control sample. 1045 

 1046 

Reconstruction Geographical 

Region 

Period 

(CE) 

Time 

resolution 

Proxy 

Types 

Additional 

Notes 

Mann et al 2009 

(Mann_09) 

0-90N land and 

sea 

500-2010 Decadal Multi-Proxy  

Ammann & Wahl 

2007 (Ammann) 

0-90N land and 

sea 

1000-1980 Annual Multi-Proxy Update - Mann 

et al. 1998 

Moberg et al 2005 

(Moberg) 

0-90N land and 

sea 

1-1979 Annual Multi-Proxy Tree-rings 

only for high 

frequency 

variability  

Juckes et al 2007 

(Juckes) 

0-90N land and 

sea 

1000-1090 Annual Multi-Proxy Union, CVM 

method 

D’Arrigo et al 

2006 (D’Arrigo) 

20-90N land 

only 

713-1960 Annual Tree-rings 

only 

RCS 

reconstruction 

Frank et al 2007 

(Frank) 

20-90N land 

only 

831-1992 Annual Tree-rings 

only 

Update – Esper 

et al. 2002  

Hegerl et al 2007 

(CH_blend) 

30-90N land 

only 

946-1960 Decadal Multi-Proxy CH-Blend 

Christiansen & 30-90N land 1000-1975 Annual Multi-Proxy Christ_ scaled 
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Ljungqvist 2011 

(Christiansen) 

(Christ_scaled) 

only – is scaled to 

instrumental 

data 

 1047 

Table 1 – Reconstructions used - The table includes citation (column 1), details of 1048 

the geographical region of the reconstructions (column2), the time period covered 1049 

(3rd column) and lists if multiproxy or tree-ring only based (for more details see 1050 

papers). The additional notes column details which reconstruction is used if the 1051 

paper referenced contains more than one. The name in brackets represents the label 1052 

given to the reconstruction in subsequent figures. 1053 

 1054 

Model No. Resolution Forcings 

 Ens. Atmosphere Ocean Volc Solar GHG Land-

use 

* CCSM4 1 288x192xL26 320x384xL60 GEA VK/WLS SJA PEA/Hur 

MPI-

COSMOS 

5 96x48xL19 GR3.0xL40 CEA JLT 

 

Inter- 

active 

PEA 

*MPI-ESM-P 

HadCM3 

*GISS-E2-R 

1 

1 

1 

196x98xL47 

96x73xL19 

144x90xL40 

256x220xL40 

288x144xL20 

288x180xL32 

CEA 

CEA 

CEA 

VK/WLS 

SBF/WLS 

VK/WLS 

SJA 

SJA 

SJA 

PEA 

PEA 

PEA/Hur 

*GISS-E2-R 1 144x90xL40 288x180xL32 GRA VK/WLS SJA KK10/Hur 

*Bcc-csm1-1 1 128x64xL40 360x232xL40 GRA VK/WLS SJA X 

CSIRO-

MK3L-1-2 

- 64x56xL18 128x112xL21 GRA SBF MM X 

 1055 
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Table 2 –Model simulations and their forcings for further details see references; 1056 

the references are CEA – Crowley et al. (2008), GRA – Gao et al. (2008),  VSK – 1057 

Viera et al. (2011), SBF – Steinhilber et al. (2009), WLS – Wang et al. (2005). SJA – 1058 

Schmidt et al. (2011), PEA – Pongratz et al. (2008), Hur- Hurtt et al. (2009), KK10 – 1059 

Kaplan et al. (2009). JLT – Jungclaus et al. (2010)   MM - MacFarling Meure et al. 1060 

(2006).  An X indicates that the forcing is not included. The model simulations 1061 

indicated by a star have been made available as part of the CMIP5 and PMIP3 1062 

projects.  1063 

 1064 

 1065 

Figure 1 – Reconstructed northern hemisphere land and sea surface air 1066 

temperature a) All reconstructions that represent a) the whole NH (land and sea). b)  1067 

20-90N land only c) 30-90N land only. On all panels the HadCRUT4 instrumental 1068 
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data (Morice et al 2012) is plotted in black.  All annual data are first smoothed with a 1069 

10 year Butterworth filter (to enable comparison to reconstructions), and are further 1070 

smoothed by an 11 year boxcar filter to focus on interdecadal timescales (see text 1071 

for discussion). 1072 

 1073 

 1074 

Figure 2 - Model simulations for the region 0-90N land and sea. a) Simulations 1075 

forced with most complete set of external forcings, referred to as ALL forced 1076 

simulations. The ensemble mean is shown in black. b) A comparison of the 1077 

ensemble mean shown in figure 2a with the NH reconstructions shown in figure 1a, 1078 

where the light orange shading shows the outer bounds for all 4 reconstructions and 1079 

the solid orange line the mean of all four reconstructions. c) Simulations driven with a 1080 

combination of solar and volcanic forcing.  d) Simulations driven with just well mixed 1081 

greenhouse gas forcing.  All simulations are smoothed by a 10 year Butterworth filter 1082 
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and then an 11 year running box-car filter. The grey bars on the top three panels 1083 

show periods of high volcanism. 1084 

 1085 

 1086 

Figure 3 –Variance in reconstructions that is explained by the models. 1087 

Explained variance (R2) using the smoothed ensemble mean for 200 year periods 1088 

(thin black box: analysis period for first and last 200yr period). Symbols show 1089 

explained variance for the individual reconstructions, while the thick black line shows 1090 

the average R2.  The period 1250-1270 is not included in this particular analysis due 1091 

to the known large discrepancy between reconstructions and model response to the 1092 

1258 eruption, which substantially drives up the correlations between model 1093 

simulations. Symbols are centred on the period considered. The black dashed line 1094 

shows the mean explained variance in the perfect model study.  1095 

 1096 
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 1097 

Figure 4: Contribution by external forcing to NH mean temperatures. a) 1098 

Estimate of the contribution by the multi-model fingerprint (orange, solid; 5-95% 1099 

uncertainty range for scaling only dark orange) to three of the reconstructions (blue, 1100 

green, red; note that they represent slightly different domains which is accounted for 1101 

in the analysis), calculated for the period 851-1950 compared to the 5-95% 1102 

uncertainty range of internal variability (light orange shading). b) Component of 1103 

internal variability calculated from every reconstruction analysed (i.e. the residual 1104 

between the fitted model results and reconstructions). The horizontal lines show two 1105 
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standard deviations of control simulation variability. c) Detection results for all 1106 

reconstructions considered (see axis label). Best fit scaling factors (crosses) are 1107 

shown with 5-95% ranges (vertical rectangles); results from an analysis with noise 1108 

variance scaled to the residual variance are shown by a vertical line. Fingerprints are 1109 

detectible if scaling factors are significantly above zero and consistent with the 1110 

reconstruction if not significantly different from unity.  A solid rectangle indicates that 1111 

the variability of the residual is smaller than ~90% of the control samples, a dashed 1112 

rectangle that the variability is smaller than at least one control sample. An open 1113 

rectangle indicates that the residual is not consistent with any of the model control 1114 

samples. 1115 

 1116 

 1117 

Figure 5 - Regression lines (851-1950) – plots show reconstructions on the y axis 1118 
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against model results on the x axis, with the calculated regression lines shown in 1119 

blue for a TLS estimate and purple for the OLS estimate (best fit: solid, 95% range 1120 

dotted). Red asterisks show MCA years (950-1250), green asterisks show LIA years 1121 

(1400-1700), orange asterisks show 20th century years, any other year is shown in 1122 

black.  1123 

 1124 

 1125 

Figure 6 – As figure 4b, but showing detection results for sensitivity tests. a) 1126 

Results for the standard analysis but without the extra 11 year boxcar smoothing. b) 1127 

Results for the standard analysis but with 21 year boxcar smoothing instead of the 1128 
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usual 11 year smoothing. c) Results for analysis with major volcanic eruptions 1129 

masked out in both the reconstructions and model simulations. 1130 

 1131 

 1132 

Figure 7 Distribution and maximum 50 year trends of internal variability 1133 

estimated from reconstructions – a) Distribution of 50 year trends found in the 1134 

scaled residuals covering the time period 851-1950.  The distribution of the trends is 1135 

shown in the form of histograms with a Gaussian fit through the points. The grey 1136 

shaded Gaussian shows the distribution of the 50 year trend found in the combined 1137 

control simulations.  The largest positive and negative 50 year trend from each 1138 

reconstruction and the control simulations is shown by a bold vertical line.  The 1139 

recent 50 year trend (1960-2010) in the HadCRUT4 instrumental record (Morice et 1140 

al. 2012) is shown by a burgundy vertical line. a) Results for NH mean SATs; b) for 1141 

extra-tropics land only 20-90N and c) for extra-tropics land only 30-90N. 1142 
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 1143 

Figure 8 - Results from detection and attribution analysis using individually 1144 

forced fingerprints. - a) Individually forced fingerprints for solar and volcanic forcing 1145 

combined (green) and greenhouse gas forcing (blue) scaled to fit three different 1146 

reconstructions over the period 1400-1900 (white area of the plot), with the 5-95% 1147 

scaling uncertainty range shown by the shaded region; b) Best fit scaling factors for 1148 

both fingerprints for several reconstructions (cross) with 5-95% uncertainty range 1149 

(vertical bar). Fingerprints are detectible if scaling factors are significantly above zero 1150 

and consistent with the reconstruction if not significantly different from unity.  Solid 1151 

rectangle:  the variability of the residual is smaller than ~90% of the control samples. 1152 

Dashed rectangle: variability smaller than at least one control sample. 1153 




