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13 Abstract

14 The Coupled Model Intercomparison Project (CMIP) collects output from global coupled ocean–atmosphere general

15 circulation models (coupled GCMs). Among other uses, such models are employed both to detect anthropogenic effects in the

16 climate record of the past century and to project future climatic changes due to human production of greenhouse gases and

17 aerosols. CMIP has archived output from both constant forcing (‘‘control run’’) and perturbed (1% per year increasing

18 atmospheric carbon dioxide) simulations. This report summarizes results form 18 CMIP models. A third of the models refrain

19 from employing ad hoc flux adjustments at the ocean–atmosphere interface. The new generation of non-flux-adjusted control

20 runs are nearly as stable as—and agree with observations nearly as well as—the flux-adjusted models. Both flux-adjusted and

21 non-flux-adjusted models simulate an overall level of natural internal climate variability that is within the bounds set by

22 observations. These developments represent significant progress in the state of the art of climate modeling since the Second

23 (1995) Scientific Assessment Report of the Intergovernmental Panel on Climate Change (IPCC; see Gates et al. [Gates, W.L., et

24 al., 1996. Climate models—Evaluation. Climate Climate 1995: The Science of Climate Change, Houghton, J.T., et al. (Eds.),

25 Cambridge Univ. Press, pp. 229–284]). In the increasing-CO2 runs, differences between different models, while substantial, are

26 not as great as one might expect from earlier assessments that relied on equilibrium climate sensitivity.
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30

31321. Introduction

33Global coupled ocean–atmosphere general circu-

34lation models (coupled GCMs) that include interactive

35sea ice simulate the physical climate system, given

36only a small number of external boundary conditions
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37 such as the solar ‘‘constant’’ and atmospheric concen-

38 trations of radiatively active gases and aerosols. These

39 models have been employed for decades in theoretical

40 investigations of the mechanisms of climatic changes.

41 In recent years, coupled GCMs have also been used to

42 separate natural variability from anthropogenic effects

43 in the climate record of the 20th century, and to

44 estimate future anthropogenic climate changes includ-

45 ing global warming. A number of coupled GCMs

46 have been developed by different research groups. For

47 some time it has been apparent that these models give

48 somewhat contradictory answers to the same ques-

49 tions—e.g., a range from roughly 1.5 to 4.5 jC in the

50 global mean surface air temperature increase due to a

51 doubling of atmospheric carbon dioxide—due to

52 subtle differences in their assumptions about clouds

53 and other phenomena at scales smaller than the

54 separation of model grid points (Cess et al., 1989;

55 Mitchell et al., 1989).

56 In 1995, the JSC/CLIVAR Working Group on

57 Coupled Models, part of the World Climate Research

58 Program, established the Coupled Model Intercom-

59 parison Project (CMIP; see Meehl et al., 2000). The

60 purpose of CMIP is to provide climate scientists with

61 a database of coupled GCM simulations under stand-

62 ardized boundary conditions. CMIP investigators use

63 the model output to attempt to discover why different

64 models give different output in response to the same

65 output, or (more typically) to simply identify aspects

66 of the simulations in which ‘‘consensus’’ in model

67 predictions or common problematic features exist.

68 CMIP may be regarded as an analog of the Atmos-

69 pheric Model Intercomparison Program (AMIP; see

70 Gates et al., 1999). In the AMIP simulations, sea ice

71 and sea surface temperature are prescribed to match

72 recent observations, and the atmospheric response to

73 these boundary conditions is studied; in CMIP, the

74 complete physical climate system including the

75 oceans and sea ice adjust to prescribed atmospheric

76 concentrations of CO2.

77 Details of the CMIP database, together with access

78 information, may be found on the CMIP Web site at

79 http://www-pcmdi.llnl.gov/cmip/diagsub.html. The

80 first phase of CMIP, called CMIP1, collected output

81 from coupled GCM control runs in which CO2, solar

82 brightness and other external climatic forcing is kept

83 constant. (Different CMIP control runs use different

84 values of solar ‘‘constant’’ and CO2 concentration,

85ranging from 1354 to 1370 W m� 2 and 290 to 345

86ppm, respectively; for details see http://www-

87pcmdi.llnl.gov/cmip/Table.htm.). A subsequent phase,

88CMIP2, collected output from both model control

89runs and matching runs in which CO2 increases at

90the rate of 1% per year. No other anthropogenic

91climate forcing factors, such as anthropogenic aero-

92sols (which have a net cooling effect), are included.

93Neither the control runs nor the increasing-CO2 runs

94in CMIP include natural variations in climate forcing,

95e.g., from volcanic eruptions or changing solar bright-

96ness.

97CMIP thus facilitates the study of intrinsic model

98differences at the price of idealizing the forcing

99scenario. The rate of radiative forcing increase implied

100by 1% per year increasing CO2 is nearly a factor of 2

101greater than the actual anthropogenic forcing in recent

102decades, even if non-CO2 greenhouse gases are added

103in as part of an ‘‘equivalent CO2 forcing’’ and an-

104thropogenic aerosols are ignored (see, e.g., Fig. 3 of

105Hansen et al., 1997). Thus, the CMIP2 increasing-

106CO2 scenario cannot be considered as realistic for

107purposes of comparing model-predicted and observed

108climate changes during the past century. It is also not a

109good estimate of future anthropogenic climate forcing,

110except perhaps as an extreme case in which the world

111accelerates its consumption of fossil fuels while

112reducing its production of anthropogenic aerosols.

113Nevertheless, this idealized scenario generates an

114easily discernible response in all the CMIP models

115and thus provides the opportunity to compare and

116possibly explain different responses arising from dif-

117ferent model formulations.

118The purpose of this report is to give an overview of

119the CMIP simulations with emphasis on common

120model successes and failures in simulating the pre-

121sent-day climate, and on common features of the

122simulated changes due to increasing CO2.We pay extra

123attention to the three fields that CMIP provides at

124monthly mean time resolution: surface air temperature,

125sea level pressure and precipitation. The other fields are

126described here in terms of annual mean quantities.

127Extensive analyses of seasonal variations in the CMIP1

128control runs is given by Covey et al. (2000) and

129Lambert and Boer (2001), and amore complete ‘‘atlas’’

130of CMIP2 output—from which much of this report is

131extracted—is available online at http://www-pcmdi.

132llnl.gov/pcmdi/pubs/pdf/report66. More specialized
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133 studies of the CMIP database are summarized by

134 Meehl et al. (2000) and the CMIP Web site at http://

135 www-pcmdi.llnl.gov/cmip/abstracts.html. Also, very

136 brief extracts from this report are presented in the

137 most recent Scientific Assessment Report of the Inter-

138 governmental Panel on Climate Change (IPCC; see

139 McAvaney et al., 2001).

140 In this report, we include 18 models from the

141 CMIP database (see Table 1). For most of our analysis

142 we use the latest (CMIP2) version of each model, but

143 for long-term variability (Section 2.4) we use models

144 from both CMIP1 and CMIP2 provided the control

145 runs are more than 200 simulated years long. As

146 indicated in table, three of the models we use to study

147 variability did not provide enough data to appear in

148 the other sections of this report or (in one case)

149 provided data too late for full incorporation. We

150 nevertheless decided to include these models in our

151 variability study in order to consider the greater

152possible number of models with long control runs.

153Finally, we exclude two CMIP2 models that employed

154fixed sea ice boundary conditions and one whose

155control run was only 3 simulated years long. (These

156excluded models are not shown in the table.) Com-

157plete documentation of all CMIP models is available

158on the CMIP Web site at http://www-pcmdi.llnl.gov/

159cmip/Table.htm and links therein.

1602. Present-day climate

161In this section, we compare output from the model

162control run simulations with recent climate observa-

163tions. It has become increasingly apparent that the

164detailed climate record of the past century (and indeed

165the past millenium) cannot be explained without

166considering changes in both natural and anthropo-

167genic forcing (Tett et al., 1999; Santer et al., 2000;

t1.1 Table 1

Models used for this study and sections in which they are usedt1.2

Model Key references Flux correction Control run

length (year)

Sectiont1.3

1 BMRC Power et al., 1998 heat, water 80 2.1–2.3, 3t1.4
2 CCCMA Flato et al., 2000; Boer et al., 2000;

Flato and Boer, in press

heat, water 150 2.1–2.3, 3t1.5

3 CCSR Emori et al., 1999 heat, water 200 2.1–2.3, 3t1.6
4 CERFACS Barthelet et al., 1998a,b NONE 80 2.1–2.3, 3t1.7
5 CSIRO Gordon and O’Farrell, 1997 heat, water,

momentum

100 2.1–2.3, 3t1.8

6 DOE PCM Washington et al., 2000 NONE 300 2.1–2.4, 3t1.9
7 ECHAM1+LSG Cubasch et al., 1992;

von Storch et al., 1997

heat, water,

momentum

960 2.4t1.10

8 ECHAM3+LSG Cubasch et al., 1997; Voss et al., 1998 heat, water,

momentum

1000 2.1–2.4, 3t1.11

9 ECHAM4+OPYC3 Roeckner et al., 1996a,b heat, water

(ann. mean)

240 2.1, 2.3, 2.4, 3t1.12

10 GFDL Manabe et al., 1991;

Manabe and Stouffer, 1996

heat, water 1000 2.1–2.4, 3t1.13

11 GFDL R30 Delworth and Knutson, 2000 heat, water 300 2.4t1.14
12 GISS Russell et al., 1995; Russell and Rind, 1999 NONE 98 2.1–2.3, 3t1.15
13 IAP/LASG Wu et al., 1997; Zhang et al., 2000 heat, water,

momentum

80 2.1–2.3, 3t1.16

14 LMD/IPSL Laurent et al., 1998; Leclainche et al.,

submitted for publication

NONE 301 2.1–2.3, 3at1.17

15 MRI Tokioka et al., 1996 heat, water 80 2.1–2.3, 3t1.18
16 NCAR CSM Boville and Gent, 1998 NONE 300 2.1–2.4, 3t1.19
17 UKMO HadCM2 Johns, 1996; Johns et al., 1997 heat, water 1085 2.1–2.4, 3t1.20
18 UKMO HadCM3 Gordon et al., 2000 NONE 400 2.1–2.4, 3t1.21

a The model used for variability study (Section 2.4) is a slight modification of the version used in other sections of this report (Dufresne

et al., submitted for publication).t1.22
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168 Crowley, 2000). Since the CMIP control run boundary

169 conditions lack these forcing variations, we focus on

170 means and other statistics that we judge to be largely

171 unaffected by them. In the final part if this section we

172 discuss the climate variability simulated by the CMIP

173 control runs. This topic has also been addressed in

174 more specialized studies (Barnett, 1999; Bell et al.,

175 2000a, in press; Duffy et al., 2000).

176 For our observational data base we use the most

177 recent and reliable sources we are aware of, including

178 Jones et al. (1999) for surface air temperature, Xie and

179 Arkin (1997) for precipitation, and reanalysis of

180 numerical weather predictions initial conditions for

181 sea level pressure. We sometimes use multiple sources

182 to provide a sense of observational uncertainty, e.g.,

183 reanalysis from both the European Centre for

184 Medium-Range Weather Forecasts (ERA15; Gibson

185 et al., 1997) and the U.S. National Centers for

186 Environmental Prediction (NCEP; Kalnay et al.,

187 1996).

188

189 2.1. Global and annual means

190 Averaging over latitude and longitude to form

191 global means reduces surface variable to one-dimen-

192 sional time series. Additional averaging of monthly

193 means to form annual means removes seasonal cycle

194 variations (which can be substantial even for global

195 means), providing a convenient entry point to three-

196 dimensional model output. Fig. 1 shows the resulting

197 time series for CMIP2 control run surface air temper-

198 ature and precipitation.

199 The range among the models of global- and

200 annual-mean surface air temperature is rather surpris-

201 ing. Jones et al. (1999 conclude that the average value

202 for 1961–1990 was 14.0 jC and point out that this

203 value differs from earlier estimates by only 0.1 jC.
204 Taking into consideration all of the observational

205 uncertainties, it appears that the actual value of sur-

206 face air temperature was between 13.5 and 14.0 jC
207 during the second half of the 20th Century and

208 roughly 0.5 jC less in the late 19th Century. It

209 therefore seems that several of the models (which

210 simulate values from less than 12 jC to over 16 jC)
211 are in significant disagreement with the observations

212 of this fundamental quantity. Reasons for this situa-

213 tion are discussed briefly by Covey et al. (2000) in the

214 context of the CMIP1 models. A natural question to

215ask is whether the spread in simulated temperatures is

216correlated with variations in planetary albedo among

217the models. Unfortunately, the CMIP1 and CMIP2

218database does not include the energy balance at the

219top of the atmosphere. This information is being

220collected under an expanded version of the database

221(described in Section 4), and results to date are

222compared with observations in Table 2. While defi-

223nite conclusions are not possible at this time, it is

224noteworthy that for the five models in hand the si-

225mulated values are close to each other and to the ob-

226servations.

227The CMIP2 models as a group also give a wide

228range of estimates for global- and annual-mean pre-

229cipitation, compared with the best observed values

230from several sources (2.66–2.82 mm/day from Table

2312 in Xie and Arkin, 1997). Precipitation, however, is

232notoriously difficult to measure globally, and the

233observational uncertainty of its global and annual

234mean may not be smaller than the range of model-

235simulated values in Fig. 1.

236Perhaps the most striking aspect of Fig. 1 is the

237stability of model-simulated temperature and precip-

238itation. The stability occurs despite the fact that 6 of

239the 16 CMIP2 models refrain from employing ad hoc

240flux adjustments at the air–sea interface. Until a few

241years ago, conventional wisdom held that in order to

242suppress unrealistic climate drift, coupled ocean–

243atmosphere general circulation models must add such

244unphysical flux ‘‘corrections’’ to their governing

245equations. The 1995 IPCC assessment (Gates et al.,

2461996) diplomatically expressed the concern that

247‘‘[f]lux adjustments are relatively large in the models

248that use them, but their absence affects the realism of

249the control climate and the associated feedback pro-

250cesses’’. The CMIP1 experiments were conducted at

251about the same time as his assessment was written.

252Covey et al. (2000) note that averaging the magni-

253tudes of linear trends of global- and annual-mean

254surface air temperature gives 0.24 and 1.1 jC/century,
255respectively, for flux-adjusted and non-flux-adjusted

256CMIP1 models. For the CMIP2 models shown in Fig.

2571, however, the corresponding numbers for the aver-

258age F 1 standard deviation over each class of model

259are 0.13F 0.13 jC/century for the flux-adjusted mod-

260els and 0.31F 0.31 jC/century for the non-flux-

261adjusted models. Nevertheless, it must be kept in

262mind that a small rate of global mean climate drift

C. Covey et al. / Global and Planetary Change 769 (2002) 1–314
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263 does not preclude strong local drifts at the surface and

264 problematic long-term drift in the deep ocean.

265

266 2.2. Long-term time means

267 As noted above, most of the CMIP2 output varia-

268 bles are present in the database as 20-years means that

269the average out of the seasonal cycle. In this sub-

270section, we examine surface variables and the other

271two-dimensional quantities. To summarize the per-

272formance of the models in latitude–longitude space,

273we interpolate their output to the common Gaussian

274grid with 128 longitudes and 64 latitudes. We show

275both the model mean (the average over all the models)

t2.1 Table 2

Global and annual mean top-of-atmosphere energy balancet2.2

ERBE obs CSMa CSMa GFDL R30 HadCM2 HadCM3 PCMt2.3

Outgoing long wave [W m� 2] 236.3 238.4 238.4 235.0 235.5 240.8 237.2t2.4
Absorbed solar [W m� 2] 241.1 238.3 238.5 235.3 235.0 240.6 237.2t2.5
Albedo 0.293 0.302 0.301 0.310 0.311 0.295 0.305t2.6

a The two CSM results are taken from two different non-overlapping segments of the same control run.t2.7

Fig. 1. Globally averaged annual mean surface air temperature (top) and precipitation (bottom) from the CMIP2 control runs.

C. Covey et al. / Global and Planetary Change 769 (2002) 1–31 5
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276 and the intermodel standard deviation (sdm). Where

277 possible, we compare the model means for the control

278 simulation with observations. Lambert and Boer

279 (2001) demonstrate that the model mean exhibits good

280 agreement with observations, often better that any of

281 the individual models. High values of sdm indicate

282 areas where the models have difficulty in reaching a

283 consensus, implying reduced levels of confidence in

284 the model result.

285 Results for which observations are available are

286 presented as four-panel displays. The upper-left panel

287 shows the model mean and sdm, the lower-left panel

288 shows the observed field and the departure of the

289 model mean from this observed field, and the lower-

290 right panel shows zonal averages for the individual

291 models and the observations. These three panels

292 contain only output from model control runs. The

293 upper-right panel gives the differences between the

294 model mean for years 60–80 and years 1–20 for the

295 enhanced greenhouse warming simulations, together

296 with these differences normalized by their standard

297 deviation among the models. Result in the upper-right

298 panel will be discussed in Section 3.

299 Fig. 2 displays result for annual mean surface air

300 temperature (also known as screen temperature). Over

301 most of the globe, the model mean differs from the

302 Jones observations by less than two jC, although

303 larger differences are evident in polar regions. These

304 annual departures are much less that the winter and

305 summer season errors reported by Lambert and Boer

306 (2001). The zonally averaged results for the individual

307 models show that all the quite successful in reproduc-

308 ing the observed structure, except in the polar regions.

309 sdm values show that the models tend to disagree in

310 the polar regions and over high terrain but produce

311 consistent simulations over ice-free oceans. This con-

312 sistency may occur because the ocean components of

313 coupled models tend to be more similar that their

314 atmospheric components, or it may simply be due to

315 the lack of terrain effect and strong horizontal gra-

316 dients over open oceans.

317Fig. 3 displays results for annual mean sea level

318pressure. As demonstrated by sdm, the models are

319very consistent in their simulations. The largest var-

320iances occur in south polar regions and much of this

321results from extrapolation below ground. Comparison

322with the ECMWF/ERA reanalysis (Gibson et al.,

3231997) shows that the model mean is within 2 hPa of

324the observed field over most of the globe. The largest

325departures occur near Antarctica with lesser depar-

326tures north of Scandinavia, Russia and western North

327America. The zonally averaged results demonstrate

328the agreement among the models. With the exception

329of one model and in the southern polar regions, the

330models agree with each other to within f 5 hPa. Also

331evident from the zonally averaged results, however, is

332the difficulty that models have in simulating both the

333position and depth of the Antarctic trough. This

334difficulty implies (by geostropic balance) that most

335models have trouble correctly simulating wind stress

336in this region, an important factor in ocean–atmos-

337phere coupling.

338Fig. 4 displays result for annual mean precipita-

339tion. It is evident from the relatively large sdm that

340the models have difficulty in producing consistent

341simulations. This result is expected because precip-

342itation is a small-scale process. Likely contributors

343to inconsistency among models include differences

344in horizontal resolution and sub-gridscale parameter-

345ization schemes. Precipitation is a difficult field to

346observe and thus one must be somewhat cautious in

347using it for evaluation purposes. (Comparison of

348surface air temperature, sea level pressure and

349precipitation with alternate observational datasets

350is given Section 2.3.) Using the Xie and Arkin

351(1997) observations, we find that in general the

352models simulate f 1 mm/day too much precipita-

353tion in mid-latitudes and somewhat too little in the

354tropics. The models correctly simulate the position

355of the annual mean ITCZ slightly north of the

356equator, but a disagreement with observations occur

357in the South Pacific. Here the model mean has a

Fig. 2. Summary of long-term time means for surface air temperature (K). The upper-left panel gives the control run 80-year mean averaged over

all models (contours) and the intermodel standard deviation (color shading). The lower-left panel gives observed values (contours) and the

difference between the control run model mean and the observations (color shading). The lower-right panel gives zonal averages for the

individual model control runs and the observations. The upper-right panel gives the average over all models of the difference between the last

20-year mean and the first 20-year mean from the 80-year perturbation simulations, in which atmospheric carbon dioxide increases at a rate of

1% per year (contours), together with this difference normalized by the corresponding intermodel standard deviation (color shading).
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358 second maximum band roughly parallel to the

359 Equator, but the observations have a maximum

360 with a northwest–southeast orientation north of

361 New Zealand (the so-called South Pacific Conver-

362 gence Zond or SPCZ). The zonally averaged results

363 show that the ‘‘double ITCZ’’ problem is shared by

364 several of the models.

365 We now turn to three-dimensional atmospheric

366 quantities, presented here (after zonal averaging) as

367 latitude-height sections. Fig. 5 shows zonal averaged

368 annual mean air temperature. The pattern of the

369 model mean isotherms is qualitatively close to obser-

370 vations, but compared with the ECMWF/ERA rean-

371 alysis, the model mean is generally too cold in the

372 troposphere and polar stratosphere and too warm at

373 lower latitudes in the stratosphere. The magnitude of

374 these errors is comparable to sdm, implying are

375 common to most of the models. Results for the

376 individual models at 925 hPa confirm this simulation

377 for the cold bias at low levels, but they also show that

378 near the surface the latitude gradient of temperature is

379 accurately simulated outside the polar regions. The

380 corresponding model-simulated mean zonal winds in

381 the lower troposphere (not shown) agree to within

382 f 2 m/s with each other and with the ECMWF/ERA

383 reanalysis except in the vicinity of the Antarctic

384 trough. Results for specific humidity (Fig. 6) display

385 a fairly systematic underestimate in the low latitude

386 troposphere, although the departure of the model

387 mean from ECMWF/ERA reanalysis is rather small

388 (f 1 g/kg) and the pattern of the model mean in

389 latitude-height space is again quite similar to obser-

390 vations.

391 Turning to ocean variables, we show (Fig. 7) the

392 annual mean temperature at 1000 m depth. (Sea

393 surface temperature is closely coupled to surface air

394 temperature over the oceans and is not explicitly

395 discussed in this report.) At this level the models

396 are generally consistent in their simulation (sdm < 1

397 jC) except in the North Atlantic, subtropical Pacific

398 and Indian Oceans, and in the Arabian Sea. Available

399 observations (Levitus and Boyer, 1994) indicate that

400 the model mean is too warm over most of the ocean.

401 The zonally averaged results show that outside the

402 polar regions, all but one of the models simulate 1000

403 m temperatures that are at or above (by up to f 2 jC)
404 the observations. An overly diffusive thermocline

405 may be root of this problem. The corresponding

406results for salinity (not shown) exhibit relatively large

407sdm values.

408For the annual means of barotropic streamfunction

409(Fig. 8) and global overturning streamfunction (Fig. 9)

410we use three-panel displays because there are no

411complete observations of these quantities. Neverthe-

412less, it is noteworthy that the model means for all

413three agree qualitatively with conventional wisdom

414among oceanographers. Quantitative disagreement

415among the models is most striking for the barotropic

416streamfunction in the Southern Hemisphere, where as

417noted earlier the near-surface temperature, pressure

418and wind stress simulations disagree significantly.

419Poleward heat transport by the global ocean is

420given in Fig. 10. In the upper left-hand panel, the

421upper dashed line is the model mean plus one sdm and

422the lower dashed line is the model mean minus one

423sdm. The model mean, which is not plotted, is half-

424way between the two dashed lines. Observations of

425Trenberth and Solomon (1994) are shown as a bold

426solid in the both upper-left and bottom panels. From

427these observations, it appears that over most of the

428ocean the model-simulated transport is generally too

429weak.

430The observation are uncertain, however. For exam-

431ple, an update (Trenberth, 1998) of the Trenberth and

432Solomon data reduces the peak ocean heat transport in

433the Southern Hemisphere by nearly a factor of 2.

434Finally, control run sea ice thickness in the Arctic

435and Antarctic is given in the left-side panel of Fig. 11.

436Observations are not shown in the figure, but the

437limited data that exist on ice thickness (e.g., Rothrock

438et al., 1999) are in rough accord with CMIP model-

439mean values. This result is consistent with compar-

440isons of observed sea ice extent and CMIP simula-

441tions (McAvaney et al., 2001, Table 8.3). However,

442inter-model standard deviations of sea ice thickness

443are comparable to the model-mean values, indicating

444significant disagreements among the models.

445

4462.3. Global statistics

447To begin to obtain a more quantitative picture of

448how well (or how poorly) the models agree with

449observations, we use a diagram developed by Taylor

450(submitted for publication). This technique, and others

451exhibited in this section, are part of the climate

452diagnostic software developed at the Program for

C. Covey et al. / Global and Planetary Change 769 (2002) 1–3110
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453 Climate Diagnosis and Intercomparison (PCMDI).

454 Selected PCMDI software tools and their documenta-

455 tion can be downloaded from the Web site http://

456 www-pcmdi.llnl.gov/software. We intend to make the

457 software tools that produces Figs. 12, 14, etc., public

458 via this Web site.

459 Fig. 12 is a Taylor diagram of the total spatial and

460 temporal variability of three fields: surface air temper-

461 ature, sea level pressure and precipitation. The varia-

462 bility shown in the figure includes the seasonal cycle

463 but excludes the global mean. The radial coordinate is

464 the ratio of the modeled to observed standard devia-

465 tion. The cosine of the angle of the model point from

466 the horizontal axis is the spatio-temporal correlation

467 between model and observation. When plotted in

468 these coordinates, the diagram also indicates the

469 root-mean-square difference between model and

470 observation: this differences is proportional to the

471 linear distance between the model point and the

472 ‘‘observed’’ point lying on the horizontal axis at unit

473 distance from the origin. Thus, the diagram enables

474 visualization of three quantities—standard deviation

475 normalized by observation, correlation with observa-

476 tion, and r.m.s. difference from observation—in a

477 two-dimensional space. This is possible because the

478 three quantities are not independent of each other

479 (Taylor, submitted for publication). Loosely speaking,

480 the polar coordinate of the diagram gives the correla-

481 tion between model and observation for space–time

482 variations but contains no information about the

483 amplitude of the variations, the radial coordinate

484 compares the modeled and observed amplitude of

485 the variations, and the distance between each point

486 and the ‘‘observed’’ point gives the r.m.s. model error.

487 The most striking of the figure is the way it

488 separates the three fields into separate groups. This

489 separation agrees with the familiar qualitative state-

490 ment that models simulate temperature best, sea level

491 pressure less well, and precipitation worst (e.g., Gates

492 et al., 1996). For surface air temperature, all models

493 achieve a correlation with observation >0.93, and the

494 standard deviation of space–time variations is within

495 F 15% of the observed value in nearly all models.

496(This achievement is especially noteworthy for the

497non-flux-adjusted models, which have no explicit

498constraints requiring surface temperatures to match

499observations.) For modeled sea level pressure, the

500correlation with observation falls mainly in the range

5010.7–0.9; for modeled precipitation it falls in the range

5020.4–0.7. The standard deviation of space–time varia-

503tions is also modeled less well for precipitation and

504sea level pressure than it is for surface air temperature.

505To provide a sense of observational uncertainty, we

506include two alternative observed data sets in Fig. 12:

507ECMWF/ERA reanalysis (‘‘E’’) and NCEP reanalysis

508(‘‘N’’). These data sets are plotted as if they were

509model output. For all three fields, the alternate ob-

510served data sets fall closer to the baseline ‘‘observed’’

511point than any model does—but not much closer than

512the closest model. For precipitation and surface air

513temperature, the r.m.s. difference between either of the

514reanalysis data sets and the baseline observations is

515more than half the smallest r.m.s. model error.

516Whether this result says something positive about

517the models or negative about reanalysis is unclear.

518More comparison between alternate sets of observa-

519tions is provided in the following figures.

520Fig. 12 displays the total space–time variance of

521the model runs. It is also useful to examine individual

522components of the variance. Fig. 13 shows how we

523divide a surface field (either model-simulated or

524observed) into components. Our procedure follows

525the usual practice space–time behavior:

5261. the global and annual mean (not included in

527Fig. 12),

5282. the zonal and annual mean, giving variations with

529latitude,

5303. the annual mean deviations from the zonal mean,

531giving variations with longitude (mainly land–sea

532contrast),

5334. the annual cycle of the zonal mean, giving seasonal

534variations as a function of latitude,

5355. the annual cycle of deviations from the zonal mean,

536giving the remaining variance (apart from inter-

537annual variations, which are not considered here).

Fig. 10. Summary of long-term time means for northward global ocean heat transport (PW). The upper-left panel gives the observed values as a

solid line; the dashed lines are the model mean plus and minus one intermodel standard deviation. The bottom panel gives zonal averages for the

individual model control runs and the model mean. The upper-right panel gives the average over all models of the difference between the last 20-

year mean and the first 20-year mean from the 80-year perturbation simulations, in which atmospheric carbon dioxide increases at a rate of 1%

per year (solid line), and this difference plus and minus one corresponding intermodel standard deviation (dashed lines).
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538539 In Figs. 14–16, we divide the r.m.s. difference

540 between each model and observation (‘‘total error’’ of

541 the model) into these components. The error compo-

542 nent associated with the global and annual mean is

543 called the bias, and the remaining error (the sum of

544 components 2–5) is called the pattern error. The

545 figures give—from top to bottom—the total error,

546 the bias, the pattern error, and the remaining error

547 components. For each component, errors are normal-

548 ized by that component’s observed standard deviation.

549 The error amounts are color-coded so that blue indi-

550 cates a small error compared with the observed stand-

551ard deviation and red indicates a large error compared

552with the observed standard deviation.

553Applying this metric to surface air temperature (Fig.

55414), we find that nearly all error components in nearly

555all models are small, particularly the annual and zonal

556mean components. For three of the models—ECHA-

557M+OPYC3, HadCM2 and HadCM3—all of the error

558components are about as small as for ERA and NCEP

559reanalyses when the latter are included as extra ‘‘mod-

560els’’. Turning to sea level pressure (Fig. 15), we find

561that nearly all models have small errors for global and

562zonal means, but several of themodels have large errors

Fig. 11. Summary of long-term time means for sea ice thickness (m), with North polar regions shown in top panels and South polar regions

shown in bottom panels. The left-side panels give the control run 80-year mean averaged over all models (contours) and the intermodel standard

deviation (color shading). The right-side panels give the average over all models of the difference between the last 20-year mean and the first 20-

year mean from the 80-year perturbation simulations, in which atmospheric carbon dioxide increases at a rate of 1% per year (contours), together

with this difference normalized by the corresponding intermodel standard deviation (color shading).

Fig. 12. Error statistics of surface air temperature, sea level pressure and precipitation. The radial coordinate gives the magnitude of total

standard deviation, normalized by the observed value, and the angular coordinate gives the correlation with observations. It follows that the

distance between the OBSERVED point and any model’s point is proportional to the r.m.s. model error (Taylor, submitted for publication).

Numbers indicate models counting from left to right in Figs. 14–16. Letters indicate alternate observational data sets compared with the

baseline observations: E = 15-year ECMWF/ERA reanalysis (‘‘ERA15’’); N =NCEP reanalysis.
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Fig. 13. Example showing division of a model output field into space and time components.
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563 for more detailed space–time patterns. Surprisingly,

564 even the NCEP reanalysis has a large ‘‘error’’ in one

565 component (annual cycle of the zonal mean) when

566 compared with the baseline observations from ERA.

567 Turning to precipitation (Fig. 16), we find that model

568 errors are concentrated in the annual cycle of deviations

569 from the zonal means. Large errors in this component

570 appear for all models except HadCM2 and the two

571 reanalyses. These errors are unrelated to the ‘‘double

572 ITCZ’’ problem discussed above, which would not

573 appear in this component. Errors in the global and

574 zonal means (including the seasonal cycle of the zonal

575 mean) are small for all models. This situation is an

576 improvement over earlier models in which even the

577 global and annual mean precipitation value could be

578 substantially erroneous, e.g., f 30% greater than

579 observed in Version 1 of the NACAR Community

580 Climate Model (Covey and Thompson, 1989, Table 1).

581Figs. 14–16 can also be used to sort models into

582flux-adjusted and non-flux-adjusted classes, as

583explained in the figure captions. Differences between

584these two classes of models are not obvious from the

585figures. This result reinforces the inferences made

586above that in modern coupled GCMs the performance

587differences between flux-adjusted and non-flux-

588adjusted models are relatively small (see also Duffy

589et al., 2000). Evidently, for at least the century-time-

590scale integrations used to detect and predict anthro-

591pogenic climate change, several modeling groups

592now find it possible to dispense with flux adjust-

593ments. This development represents an improvement

594over the situation a decade ago, when most groups

595felt that coupled models could not satisfactorily

596reproduce the observed climate without including

597arbitrary (and often nonphysical) adjustment terms

598in their equations.

Fig. 14. Components of space– time errors in the climatological annual cycle of surface air temperature. Shown are the total error, the global and

annual mean error (‘‘bias’’), the total r.m.s. (‘‘pattern’’) error, and the following components (explained in Fig. 23): zonal and annual mean

(‘‘clim.zm.am’’) annual mean deviations from the zonal mean (‘‘clim.zm.am.dv’’), seasonal cycle of the zonal mean (‘‘clim.zm.sc’’) and

seasonal cycle of deviations from the zonal mean (‘‘clim.zm.sc.dv’’). For each component, errors are normalized by the component’s observed

standard deviation. The two left-most columns represent alternate observationally based data sets, ECMWF/ERA and NCEP reanalyses,

compared with the baseline observations (Jones et al., 1999). Remaining columns give model results: the 10 models to the left of the second

thick vertical line are flux adjusted and the six models to the right are not.
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Fig. 15. Same as Fig. 14 for mean sea level pressure. Baseline observations are from ECMWF/ERA reanalysis.

Fig. 16. Same as Fig. 14 for precipitation. Baseline observations are from Xie and Arkin (1997).
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599

600 2.4. Climate variability

601 As noted in the Introduction, several detailed

602 studies of climate variability have used the CMIP

603 database. Here we confine discussion to the power

604 spectra of globally or hemispherically averaged an-

605 nual mean surface air temperature simulated by the

606 CMIP control runs. We use the most complete set of

607 model output available to CMIP and draw a few

608 simple conclusions that were not emphasized in the

609 detailed studies. Fig. 17 shows power spectra of

610 detrended globally and annually average surface air

611 temperature simulated by the 10 longest-running

612 CMIP control runs. For comparison, we also show

613 as ‘‘Observed’’ data the spectra obtained from the

614instrumental anomaly record of years 1861–1999

615(Jones et al., 2001). All time series used for our

616spectra are available on the World-Wide Web at

617ftp://sprite.llnl.gov/pub/covey/Data. We detrended all

618time series before spectral analysis.

619Our spectral analysis follows the algorithms

620described by Jenkins and Watts (1968), calculating

621the spectra from the autocovariance with lags up to 1/

6224 the length of each time series and using a Tukey

623window 1/10 the length of each time series. The same

624software was used to produce Fig. 8.1 in the IPCC’s

625Second Scientific Assessment Report (Santer et al.,

6261996), which displayed power spectra from three

627coupled GCM’s and an earlier version of Jones’

628observational dataset. In the earlier IPCC figure,

Fig. 17. Power spectra of detrended globally and annually averaged surface air temperature simulated by the 10 longest-running CMIP control

runs and as observed by Jones et al. (2001).
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629 however, the spectra were normalized so that the areas

630 under all curves were identical. In our spectra, the

631 areas under the curves (if the curves are plotted on

632 linear scales) equal the total variances about the

633 means of the detrended time series. The 95% con-

634 fidence interval indicated by the vertical bar is based

635 only on uncertainties due to finite sample size. This

636 confidence interval is the same for all cases because

637 the ratio (maximum lag)/(number of time points) is

638 the same for all cases. Our spectra are quite similar to

639 those shown in Fig. 13 of Stouffer et al. (2000) for a

640 subset of the models considered in the present study,

641 providing reassurance that the results are not sensitive

642 to small changes in the analysis algorithm.

643 Most of the model-derived spectra fall below the

644 observation-derived spectrum in Fig. 17. The instru-

645 mental record, however, may include an ‘‘anthropo-

646genic overprint’’ that would not be included in model

647control runs. Thus, the instrumental data may over-

648estimate natural variance at multidecadal time scales,

649because the nonlinear increase in global mean temper-

650ature during the 20th Century (temperature rising in

651the early and late parts of the century with a pause in

652between) leaves a residual long-term cycle after linear

653detrending. To address this issue, we present in Fig.

65418 the spectra derived from the spectra derived from

655Northern Hemisphere area averages rather than global

656averages. This spatial averaging allows us to compare

657the model results with a proxy-based Northern Hemi-

658sphere surface air temperature reconstruction for the

659years 1000–1850 (Mann et al., 1998, 1999) as well as

660the instrumental data. The proxy time series actually

661extends to 1980, but we truncated it at 1850 to avoid

662an anthropogenic overprint.

Fig. 18. Same as Fig. 17 for Northern Hemisphere average temperature; additional observed data are from Mann et al. (1999).
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663 In addition to the error bar shown in the figures, a

664 one-sided uncertainty arises in the proxy data from

665 undercalibration of the true variance (as suggested in

666 Fig. 18 by the nearly constant underestimate of the

667 spectrum of the instrumental record by that of the proxy

668 data over the two overlap). From Fig. 2 of Mann et al.

669 (1999), this additional uncertainty may be estimated

670 approximately 36% for periods of 2–50 years and

671 about 100% for periods greater than 50 years. The

672 proxy data, however, includes the combined influences

673 of both naturally forced (e.g., solar and volcanic

674 induced) and internal variability (Mann et al., 1998,

675 Crowley and Kim, 1999; Crowley, 2000), while the

676 CMIP simulations do not include naturally forced

677 variability. The presence of a forced component of

678 variability in the proxy data will thus lead to an over-

679 estimate of the spectrum of purely internal variability.

680 Given the relevant estimates (Crowley, 2000), it can be

681 argued that these two effects—undercalibration of true

682 climatic variance and overestimate of the internal

683 component of variability—largely cancel, and that a

684 comparison of the spectrum of the proxy data with that

685 of the CMIP control runs is in fact appropriate.

686 Incidentally, Fig. 18 shows indirectly that model

687 control runs as well as the 20th Century observational

688 record may contain long transient fluctuations. In the

689NCAR CSM 300 years run, the Northern Hemisphere

690mean temperature declines by about 1 jC over the first

691150 years and then recovers over the next 50 years.

692After linear detrending and spectral analysis, this slow

693variation appears as high spectral power at the longest

694period for this model (f 100 years). A similar though

695less severe effect appears in the IPSL/LMD model

696output. Of course the low-frequency ‘‘tail’’ of any

697power spectrum must be interpreted with caution.

698In summary, the instrumental and proxy data pro-

699vide plausible upper and lower limits, respectively, to

700the real world’s natural climate variability, and it is

701gratifying to note that the CMP spectra generally fall in

702between these two limits. The assumption that model-

703simulated variability has realistic amplitudes at inter-

704annual to interdecadal time scales underlies many of

705the efforts to detect anthropogenic effects in the obser-

706vational record, and Fig. 18 provides evidence support-

707ing that assumption (see also Mann, 2000). However,

708more detailed comparison of the models and the

709observations—including seasonal as well as annual

710means—may uncover additional discrepancies (Bell

711et al., in press). Also, as noted above, one must keep in

712mind that the real world includes naturally forced

713climate variations that were not included in the CMIP

714boundary conditions. In Fig. 19, an example from one

Fig. 19. Same as Fig. 17 for the ECHAM3+LSG control run and for the same model run with an estimate of historical variations of solar energy

output.
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715 model (Experiment 2 from Cubasch et al., 1997) shows

716 that inclusion of solar variations can boost low fre-

717 quency spectral power by as much as a factor of 5

718 Similar results have been obtained by the UKMO

719 Hadley Centre and by Crowley (2000).

720 3. Increasing-CO2 climate

721 To begin our discussion of model responses to 1%

722 per year increasing atmospheric CO2, Fig. 20 shows

723 global and annual mean changes in surface air temper-

724 ature and precipitation under this scenario, i.e., differ-

725ences between the increasing-CO2 and control runs.

726The surface air temperature results are similar to those

727shown in the 1995 IPPC report (Kattenberg et al.,

7281996, Fig. 6.4). The models reach about 2 jC global

729mean surface warming by the time CO2 doubles

730around year 70, and the range of model results stays

731within roughly F 25% of the average model result

732throughout the experiments. This rather narrow range

733contrasts with a greater spread of model output for

734experiments in which the models are allowed to reach

735equilibrium. The typical statement for the equilibrium

736results (from IPPC reports and similar sources) is

737that the surface warms by 3.0F 1.5 jC under doubled

Fig. 20. Globally averaged difference between increasing-CO2 and control run values of annual mean surface air temperature (top) and

precipitation (bottom) for the CMIP2 models. Compare with Fig. 1, which gives control run values.
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738 CO2. While it is understandable that the ultimate

739 equilibrium warming is greater than the warming at

740 the moment that CO2 reaches twice its initial value, it

741 may seem surprising that the dispersion of results

742 from different model—a factor of 3 in the equilibrium

743 experiments—is reduced to F 25% in the time-evolv-

744 ing (or ‘‘transient’’) experiments considered here.

745 The precipitation responses of the models span a

746 much wider range than the temperature responses. As

747 shown in Fig. 20, the increase in global and annual

748 mean precipitation at the time of CO2 doubling varies

749 from essentially zero to f 0.2 mm/day. With the

750 exception of the ECHAM4+OPYC3 model, global

751 means of both surface air temperature and precipita-

752 tion increase in all of the enhanced-CO2 simulations;

753 nevertheless the correlation between precipitation

754 increases and temperature increases is weak (as is

755 the correlation between precipitation increases and the

756 control run temperatures shown in the top panel of

757 Fig. 1). This lack of correlation is most obvious in the

758 ECHAM4 +OPYC3 model, for which the global

759 mean temperature increase at 80 years is 1.6 jC while

760 the global mean precipitation increase is less than 0.02

761 mm/day. The reason for the small precipitation

762 response in this model is the change in cloud radiative

763 forcing in the global warming scenario (E. Roeckner,

764 personal communication). Compared with other mod-

765 els, there is a large increase in the long wave compo-

766 nent of cloud forcing, resulting in a positive feedback

767 on the enhanced-CO2 greenhouse effect, and at the

768 same time a large increase in the short wave compo-

769 nent of cloud forcing, resulting in negative feedback

770 via increased reflection of sunlight back to space.

771 These two cloud feedbacks largely cancel in the

772 temperature response, but they act at different loca-

773 tions relevant to the precipitation response. The long

774 wave cloud feedback heats the atmosphere while the

775 short wave cloud feedback cools the surface. The

776 cooler surface has less tendency to evaporate water

777 even though the warmer atmosphere could potentially

778 hold more water vapor; the net result is very little

779 change in global mean evaporation and precipitation.

780 Turning to geographical and latitude-height distri-

781 butions, we recall that the upper-right panels of Figs.

782 2–11 display changes simulated by the perturbation

783 experiments. Contour lines give the model-mean

784 difference between the first 20-year time mean and

785 the last 20-year time mean of the 80-year simulation.

786This difference is the change over roughly 60 years

787during which time atmospheric CO2 nearly doubles.

788The intermodel standard deviation (sdm) of these 60-

789year differences is used to normalize the model mean

790differences. Absolute values of the normalized differ-

791ence greater than one are shaded and indicate that the

792changes simulated by the models have a reasonable

793degree of consistency and therefore one might have

794increased confidence in the results.

795For surface air temperature (Fig. 2), there is a

796globally averaged model mean increase of 1.73 jC.
797The largest changes occur in the polar regions and

798over land areas. The increases exceed sdm by a factor

799of 2 over most of the globe. For mean sea level

800pressure (Fig. 3), the polar regions and land areas

801exhibit a decrease and the oceans tend to exhibit an

802increase, an indicator of monsoon-like circulations

803developing as a run results of land areas warming

804faster than ocean areas. The largest values of normal-

805ized sea level pressure difference are generally found

806in polar areas. Changes in precipitation (Fig. 4) show

807an increase over most of the globe. The globally

808averaged model mean increase is 0.07 mm/day. Only

809a few areas—generally in the sub-tropics—exhibit a

810decrease. The largest values of normalized difference

811occur in high mid-latitudes and probably have an

812association with storm tracks. Changes in net heat

813flux (not shown) are generally positive, showing a

814gain of heat by the oceans; the mean model change is

815generally less than sdm, indicating that although the

816models all transport heat into the oceans in global

817warming scenarios, the locations at which they do so

818vary. The models also simulate changes in net fresh

819water flux (not shown) that are similar in sign to the

820control run results, indicating that dry areas will

821become drier and wet areas wetter. Changes in model

822mean zonally averaged temperature as a function of

823height (Fig. 5) show the expected pattern of warming

824in the troposphere and lower stratosphere and cooling

825in the remainder of the stratosphere. Changes in large

826areas of the troposphere and the stratosphere are more

827than twice sdm. Model mean zonally averaged specific

828humidity (Fig. 6) increases everywhere and its

829changes are also large compared with sdm consistent

830with the temperature changes.

831Changes in model mean ocean temperature at 1000

832m depth (Fig. 7) are generally small. The models do

833produce consistent simulations of slightly increased
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834 temperature (and salinity, not shown) off the coast of

835 Antarctica. The model mean barotropic streamfunc-

836 tion (Fig. 8) decreases off Antarctica, indicating a

837 slower Antarctic Circumpolar Current. As a result of

838 the large scatter among models, however, the normal-

839 ized differences are generally small. Model mean

840 global overturning streamfunction (Fig. 9) decreases

841 in magnitude, with a reasonable degree of agreement

842 among the models. Results for ocean heat transport

843 (Fig. 10) are displayed differently: the solid line

844 represents the model mean difference and the dashed

845 are one sdm above and below the model mean. The

846 enhanced greenhouse effect acts to reduce the ocean

847 heat transport, consistent with the general slowdown

848 in ocean circulation depicted in Figs. 8–10. Model-

849 mean changes in sea ice thickness (Fig. 11) indicate

850 thinning at essentially all locations. Only in portions

851 of the Arctic, however, is the magnitude of the

852 normalized difference greater than 1; elsewhere there

853 is significant disagreement among the models.

854 4. Conclusions

855 Comparison of the CMIP2 control run output with

856 observation of the present-day climate reveals im-

857 provements in coupled model performance since the

858 IPCC’s mid-1990s assessment (Gates et al., 1996).

859 The most prominent of these is a diminishing need

860 for arbitrary flux adjustments at the air–sea interface.

861 About half of the newer generation of coupled

862 models omit flux adjustments, yet the rates of ‘‘cli-

863 mate drift’’ they exhibit (Fig. 1) are within the

864 bounds required for useful model simulations on time

865 scales of a century or more. The flux-adjusted models

866 exhibit less drift on average, however, and thus agree

867 better with the limited information we possess on

868 climate variations before the Industrial Revolution

869 (e.g., Jones et al., 1998; Mann et al., 1999). Both

870 flux-adjusted and non-flux-adjusted models produce a

871 surprising variety of time-averaged global mean tem-

872 peratures, from less than 12 jC to over 16 jC.
873 Perhaps this quantity has not been the subject of as

874 much attention as it deserves in model development

875 and evaluation.

876 The spatial patterns of model control run output

877 variables display numerous areas of agreement and

878 disagreement with observations (Figs. 2–11). As

879always, it is difficult to determine whether or not the

880models are ‘‘good enough’’ to be trusted when used to

881study climate in the distant past or to make predictions

882of the future. The global statistics shown in Figs. 12–

88316 provide some encouragement. They indicate that

884the difference between a typical model simulation and

885a baseline set of observation is not much greater than

886the difference between sets of observation. To the

887extent that different sets of observations (including

888model-based reanalyses) are equally reliable, this

889result implies that coupled GCM control runs are

890nearly as accurate as observational uncertainty allows

891them to be—at least for the quantities highlighted by

892our global statistics.

893The CMIP2 models do not yield the same

894simulation of climate change when they are all

895subjected to an identical scenario of 1% per year

896increasing CO2. The range of model-simulated

897global mean warming, however, is less than the

898factor of 3 (1.5–4.5 jC) uncertainty commonly

899cited for equilibrium warming under doubled CO2.

900Part of the explanation could involve the behavior

901of models not included in this report, which may

902give more extreme results than the CMIP2 models.

903An additional reason for the narrower range, how-

904ever, is that the response time of the climate system

905increases with increasing climate sensitivity (Hansen

906et al., 1984, 1985; Wigley and Schlesinger, 1985).

907This introduces a partial cancellation of effects:

908models with larger sensitivity (greater equilibrium

909warming to doubled CO2) are farther from equili-

910brium than less-sensitive models at any given time

911during the increasing-CO2 scenario. Also, the

912CMIP2 models with larger equilibrium sensitivities

913have a greater efficiency of ocean heat uptake under

914increasing CO2 than the models with smaller equi-

915librium sensitivities (Raper et al., submitted for

916publication). The enhanced ocean heat uptake fur-

917ther delays surface warming. Considering the nar-

918rowed range of surface temperature responses

919among the CMIP2 models, one might speculate that

920the uncertainty in model predictions of climate

921response to a given forcing is less than the uncer-

922tainty in future anthropogenic forcing itself (Hansen

923et al., 1997). On the other hand, simulated precip-

924itation increases differ greatly among the CMIP2

925models and appear to have no simple relationship

926with simulated temperatures.

C. Covey et al. / Global and Planetary Change 769 (2002) 1–3128



UNCORRECTED P
ROOF

ARTICLE IN PRESS

927 Expansion of the CMIP model output set has

928 begun under auspices of the JSC/CLIVAR Working

929 Group on Coupled Models, and analysis of the exist-

930 ing database is continuing. (See the Web page http://

931 www-pcmdi.llnl.gov.cmip/cmip2plusann.html for the

932 most recent additions to the database.) We encourage

933 all interested scientists to contribute to this ongoing

934 effort.
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